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Abstract 

 
Having enough data about the usage of tyre types on the road can lead to a better under-

standing of the consequences of studded tyres on the environment. This paper is focused 

on training and testing a machine learning model which can be further integrated into a 

larger system for automation of the data collection process. Different machine learning 

algorithms, namely CNN, SVM, and Random Forest, were compared in this experiment. 

The method used in this paper is an empirical method. First, sound data for studded and 

none-studded tyres was collected from three different locations in the city of Gavle/Swe-

den. A total of 760 Mel spectrograms from both classes was generated to train and test a 

well-known CNN model (AlexNet) on MATLAB. Sound features for both classes were 

extracted using JAudio to train and test models that use SVM and Random Forest classifi-

ers on Weka. Unnecessary features were removed one by one from the list of features to 

improve the performance of the classifiers. The result shows that CNN achieved accuracy 

of 84%, SVM has the best performance both with and without removing some audio fea-

tures (i.e 94% and 92%, respectively), while Random Forest has 89 % accuracy. The test 

data is comprised of 51% of the studded class and 49% of the none-studded class and the 

result of the SVM model has achieved more than 94 %. Therefore, it can be considered as 

an acceptable result that can be used in practice. 
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Glossary of Acronyms and Abbreviations 

Acronym Definition 

CNN Convolutional Neural Network (Classifier) 

SVM Support Vector Machine 

MFCC Mel Frequency Cepstral Coefficients (Sound feature) 

SSR Smart Sound Recognition 

ESC Environmental sound classification 

ANN Artificial neural network 

HMM Hidden Markov Model 

GMM Gaussian Mixture Model 

ReLu  Rectified linear unit 

FTIA Finish Transport Infrastructure Agency 

API Application programming interface 

ARFF Attribute-relation file format 

RGB Red, Green Blue is an additive colour model 

SMO 
Is an abbreviation for Sequential Minimal Optimization, an 

algorithm for training a support vector classifier 

NaN Not a number 

Weka Software to test and train machine learning models 

MATLAB It is a programming language 

Random Forest It is an ensemble learning method for classification 

AlexNet  
It is a CNN architecture, designed by Alex Krizhevsky in collabo-

ration with Ilya Sutskever and Geoffrey Hinton 

JAudio It is a software package for extracting features from audio files 

https://en.wikipedia.org/wiki/Alex_Krizhevsky
https://en.wikipedia.org/wiki/Ilya_Sutskever
https://en.wikipedia.org/wiki/Geoffrey_Hinton
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1 Introduction 

Winter studded tyres are used in many countries of the world [1]. The reason be-

hind their use is to save the lives of the largest possible number of people, by in-

creasing the friction between the studded tyres and the winter road, and thus, the 

number of accidents is reduced compared to the use of non-studded tyres [2]. 

One of the many factors that can contribute to road accidents is tyre type. Differ-

ent tyre types have different grip effectiveness depending on the road conditions 

[3]. Using the proper tyre type contributes to road safety and it can also minimize 

the consequences of an accident by slowing down the vehicle before the occur-

rence of an accident. Winter tyres and summer tyres are two different tyre types 

used in countries with different seasonal road conditions i.e., Sweden. Summer 

tyres are always non-studded while winter tyres can be studded or non-studded. In 

Sweden, it is mandatory to use winter tyres during the period December 1 - March 

31 (until April 31 during the Corona pandemic). According to research by the 

Swedish transport administration, 58.4 percent of all passenger cars in Sweden 

were using studded tyres during winter 2020 [3]. 

Winter studded tyres have small metal protrusions inserted into them to improve 

friction on winter roads. Winter studded tyres date back to 1890 but the wide-

spread use of studded tyres in Scandinavia dates to the 1950s. The idea then 

spread to the United States of America in the 1960s [4]. 

Studded tyres are very effective in minimizing the number of accidents especially 

during winter times due to good road grip. However, they also have many envi-

ronmental and health related consequences [5]. Research has shown that particles 

are released from the road after friction with studded tyres. The released particles 

become a large proportion of the inhalable particles which in turn can damage 

health. Beside the health consequences, additional economic costs can occur. In 

Lithuania it was estimated that 15% of all passenger cars used studded tyres dur-

ing winter and health issues related to released particles has cost the country al-

most 34 million euros per year [1]. Noise from the studded tyres is also consid-

ered unpleasant [5].  
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As mentioned above, although there are positive aspects to the studded tyres, on 

the other hand there are negative aspects. The focus of this research will be on the 

negative aspects mainly on training and testing a machine learning model that can 

distinguish between cars with studded tyres and non-studded tyres. This will be 

done through tire sounds classification, by comparing different machine learning 

algorithms and extracting useful audio features. 

1.1 Background 

 

This work was inspired by and has been initiated after collaboration talks between 

Västra Gästriklands samhällsbyggnadsförvaltning (VGS) and Gävle university. In 

these discussions, automatic registration of car's tyre types (studded, non-studded) 

in traffic based on sound classification was brought up as one interesting area of 

research. This research aims on training and testing a machine learning model 

which can further be integrated to a bigger system for automatization of the data 

collection process. 

1.2 Questions to Be Answered 

 

This paper aims on answering the following: 

• Why or how were the Convolutional Neural Network (CNN), Support 

Vector Machine (SVM)and Random Forest classifiers chosen (motiva-

tion)? 

• How does a spectrogram-based classifier perform compared to multifea-

tured-based classifiers? 

• Which of the classifiers in this study achieve the best performance? 
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2 Theoretic Framework 

This section explains the theoretical data collected under the project. It explains 

the term machine learning, sound classification, classifiers that are commonly 

used to classify sound and a project that is closely related to this project. 

2.1 Machine Learning 

 

Machine learning is a computer algorithm or model which is used to perform a 

specific task without a given instruction [6]. The main difference between a tradi-

tional computer program and a machine learning model/algorithm is that a tradi-

tional computer program requires data and predefined instructions to produce an 

output while in machine learning one can create a computer program by feeding 

data and expected output to a computer [7]. Machine learning models can be cate-

gorized into three different groups namely supervised, unsupervised, and semi-su-

pervised learning. 

The main difference between supervised and unsupervised learning is that a la-

belled output data is required in supervised learning so that a model can learn and 

improve its accuracy by utilizing the expected output on the training data set. Un-

supervised learning deals with unlabelled data meaning the model has to learn by 

itself to discover and present interesting facts in the training data. Semi-supervised 

learning combines both labelled and unlabelled data [8]. 

2.2 Sound Classification 

 

Sound classification is a process that takes place by listening to audio recordings 

and analysing them [9]. There are several sections of sound classification, such as 

acoustic data classification, environmental sound classification, music classifica-

tion and natural language utterance classification. This research focuses on work-

ing with environmental sound classification. 

 

Smart Sound Recognition (SSR) is a technique applied to detect sound in real life 

[10]. One of the very important steps within SSR is an environmental sound clas-

sification (ESC) which includes extracting features from a sound and classifying 
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the sound using a classifier. Mel Frequency Cepstral Coefficients (MFCC) is a 

well-known and efficient sound feature used on sound classification. Another effi-

cient audio feature used on sound classification especially with CNN classifier is 

log-Mel spectrogram [11]. Even though studies have shown that using more than 

one audio feature can increase classification accuracy this does not mean more is 

better in fact selecting a combination of audio features is still challenging [10]. 

Commonly used sound classifiers include Artificial neural network (ANN), SVM, 

Hidden Markov Model (HMM), Gaussian Mixture Model (GMM), and CNN. 

 

Three different classifiers were tested in this project namely CNN, SMO (SVM) 

and Random Forest. The reason for selecting these classifiers is that both CNN 

and SMO (SVM) are some of the most used classifiers for sound classification. 

Random forest has proved to perform good with binary classification [12]. Over-

fitting is one the biggest concern in machine learning. A machine learning model 

is considered to be overfitted if it performs good on the training data and has bad 

performance when tested with unseen data [13]. 

 

2.3 Convolutional Neural Network (CNN) 

 

CNN is a well-known deep learning algorithm for classifying image-based classes 

[14]. CNN has three main layers namely input layer, output layer and hidden 

layer. Hidden layer can have multiple layers inside. The three layers can be cate-

gorized as either feature detection layer or classification layer. Feature detection 

layers include convolutional layer, pooling layer and activation layer. Convolu-

tional layer is used to convolute or transform an image using filters. Pooling layer 

is used to reduce extracted features to key feature set by summarizing the convo-

luted area into a single value. Activation layer is used to generate non-linear acti-

vations to overcome the problem of vanishing gradient which enables models to 

learn faster with better accuracy. Rectified linear unit (ReLu)  is commonly used 

as an activation function [14]. Classification layer is composed of fully connected 

layers that can output the predicted value. The output layer then classifies the pre-

dicted value into classes using activation functions such as Softmax. Figure 1 

shows an example of CNN architecture by Sumit Saha [15], two convolutional 
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layers and two pooling layers (max-pooling) for feature detection and two fully 

connected layers with one output layer for classification. 

 

 
Figure 1: CNN architecture example (Sumit Saha 2018) 

 

2.3.1 AlexNet 

 

AlexNet is a CNN model which has achieved high accuracy on ImageNet 

LSVRC-2010 contest which aims to classify 1.2 million high resolution images 

into 1000 different classes [16]. It combines five convolutional layers, max-pool-

ing layers and three fully connected layers. Pretrained models including AlexNet 

have shown good results in many classification problems [10]. 
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2.4 Support Vector Machine (SVM) 

 

Support vector machine is a directed learning algorithm under machine learning, 

and it is used for both classification and regression tasks. But most often the sup-

porting vector machine is used for classification [17]. SVM has the ability to solve 

linear and nonlinear problems and work with many practical problems. The idea 

behind the supporting vector machine algorithm is to create a hyperplane that 

splits the data set into two classes in the best way [18] Figure 2 shows a hyper-

plane that classifies data into two different classes. 

 

 

 
Figure 2:  Hyperplane separating two different classes in SVM. 

The distance between the hyperplane and the nearest points (support vectors) of 

any of the data sets is known as the margin (see figure 2). The goal is to select a 

super-level with the largest margin between it and any point in the training data 

set, to increase the probability that any new data will be classified correctly [18]. 

 

2.5 Random Forest 

Random forest is made up of multiple decision trees [19] which means is an en-

semble learning method (see figure 3). An ensemble learning method is a method 

which uses many classifiers which aims to identify the most popular/average re-

sult of the classifiers [20]. A decision tree starts with a simple binary question i.e., 

binary class. Features in a data point contributes to the creation of different nodes 

in a tree. Every node in a tree leads to decision. Random forest uses bagging and 

feature randomness to create an uncorrelated forest of decision trees. Bagging 
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method was first introduced of Leo Breiman 1996 [19]. With a bagging method a 

random sample of data points are selected, and a specific data point can be se-

lected more than once [20]. After generating several data samples, the classifiers 

in an ensemble method are trained independently. The most popular result (class) 

from different models is selected if the task aims to classify classes, otherwise the 

average of all the models in the ensemble method is selected as output if the task 

is a regression task. Feature randomness aims to generate a random subset of fea-

tures, which ensures low correlation among decision trees [20]. 

 

 

Figure 3: A Random Forest with decision trees 

 

2.6 Related Work 

The use of machine learning on environmental sound classification is not new. 

A classification method by Aapo Hakala suggests implementation of automatic 

tire classification system to collect data about the use of studded tyres [21]. The 

method suggested tries to improve the data collection process regarding studded 

tyres that were used by the Finish Transport Infrastructure Agency (FTIA) in 

which the data collection process was based on the data collected from car service 

companies. 
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The method focuses on data related to passenger cars therefore a passenger car de-

tector was installed into the system to discriminate other cars. The passenger car 

detector takes the audio signal and uses a peak finder-algorithm to discriminate 

audio files related to other types of cars. Two contact microphones (piezoelectric 

microphones) were safely packed into a plastic box and buried under the road 

pavement to record sound and save the data into a provided storage via pc. The to-

tal of 4208 audio files were used on the project in which 2853 was used as train-

ing data and the remaining were used as test data. Audio feature namely Log Mel-

spectrogram was extracted from the collected data to train and test two machine 

learning models that use SVM and Multilayer perceptron. Both models reached 

more than 94% classification accuracy [21]. 
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3 Method 

This part describes the empirical method used to answer questions raised in sec-

tion 1.2. First data collection and data pre-processing/cleaning methods used for 

this experiment are explained in detail. Next the hardware and software used for 

extracting audio features, classifying the binary data are described. Finally, the ex-

periment is performed. 

3.1 Data Collection 

 

The data used in the research is the sound of car tyres for studded tyres and non-

studded tyres. To record data, a microphone and a Dictaphone were used to record 

tyres sound with high clarity and accuracy. The data has been recorded in several 

streets in the Swedish city of Gavle, the street names are as follows Kungs-

bäcksvägen, Atlasgatan and Bergsgatan. The period that data was collected is 

from late March to early April, considering the absence of snow or rain in order 

not to affect quality or sound of tyre recording. 

Tyres sounds were recorded by two people. When a car passes on the street, the 

first person presses the buttons on the Dictaphone to start and end the recording 

process, in addition to directing the microphone connected to the Dictaphone in 

the direction of the street. The second person records whether the car has studded 

tyres inlaid or not, using a pen and notebook. It was easy to distinguish whether 

the car had a studded tire or not through the hearing aid. Sometimes it was diffi-

cult to distinguish the recordings especially in situations where two cars were 

crossing each other in the recording point or where many cars were passing the re-

cording point at the same time, therefore such type of recordings were not used in 

the experiment. 

3.2 Data Cleaning 

 

During the process of recording the tyres sounds, the focus was placed on record-

ing the sound of the tyres of each car separately and within 7 seconds average in-

tervals to make it easy to work with the data later and so that the sounds of the 

cars do not affect each other. 
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After collecting more than 1000 records, the records were sorted into three sec-

tions as follows:  

A folder for studded tyre records, a folder for non-studded tyre records, and a 

folder for complicated recordings for example sound recordings including many 

cars intersecting at the recording point. The former two are of interest in this pro-

ject namely the studded and none-studded folders. 

3.3 Softwares 

 

This section introduces the software’s that were used under the project. It de-

scribes the three software’s that were mainly used namely Weka, JAudio and 

MATLAB. Weka and JAudio has user friendly interface for performing classifica-

tion tasks and extracting sound features respectively and both of them can be inte-

grated to java program using Application programming interface (API). Even 

though Weka provides neural network classifiers such as CNN it does not have 

good documentation on how to use such classifiers therefore MATLAB was used 

for CNN classification (AlexNet) which has well documented step-for-step guide 

on how to use such classifier. 

3.3.1 Weka 

 

Weka is an open-source machine learning software which is used for teaching, re-

search, and industrial applications [22]. The software provides access through an 

easy-to-use graphical user interface, java API and terminal. Weka has many built 

in classifiers along with filters that can be used for data pre-processing besides 

one can install additional packages. Weka was used in this project for training and 

testing models. 

3.3.2 JAudio 

 

JAudio is a signal processing software commonly used to extract audio features. 

The feature extraction properties include properties such as beat points and statis-

tical summaries [23]. The System has a graphical user interface which enables us-

ers to choose a single or multiple audio file as an input and extract desired audio 
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features. JAudio provides more than 144 features to extract. The extracted fea-

tures from JAudio can then be exported as ARFF or ACE file. ARFF file is com-

monly used file type in Weka therefore extracted audio features were exported as 

ARFF files. Features for Audio files of each class (studded, none-studded) were 

extracted separately, and the selected audio features are shown in appendix A (re-

sult after extraction). Audio features were extracted with sample rate of 22.05 

KHz (section 3.4). 

3.3.3 MATLAB 

 

MATLAB uses MATLAB language (High-level programming language), and it is 

designed to be utilized by engineers and scientists. One can analyse data, develop 

algorithms, and create models and applications on MATLAB [25]. 

3.4 Audio Features Extraction Process 

 

This section describes the steps that were performed to extract audio features from 

JAudio. The extracted data was used for training and testing the SVM and Ran-

dom Forest models. 

3.4.1 Extracting Features for Studded Tyres 

All audio files of the studded tyres were added to JAudio (383 files). The desired 

audio features were selected according to appendix B. The aim of this project was 

to include all the features that were provided by JAudio in the experiment. Some 

audio features were discriminated for either having NaN value or affecting models 

to overfit. Sample rate of 22.05 KHz and output file type ARFF was selected. 

JAudio saves the extracted audio features in an ARFF file, where features on each 

row belong to a specific audio file. The ARFF file does not include description of 

to which class a feature belongs to. Therefore, a class label(‘studded’) was added 

at the end of each row with help of a simple java program (se figure 4) 

 

Figure 4: Adding a class label to an instance. 
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3.4.2 Combining Audio Features from Two Different Classes 

Section 3.4.1 was performed to extract audio features from the none studded tyres 

(377 files) except that after each feature line a class label (‘none’) was added. Fea-

tures from both classes were combined into one ARFF file and one additional at-

tribute was added namely @Attribute class {studded, none}. The ARFF file 

which includes audio features of 760 audio files was saved and were further ran-

domized (see figure 5) on Weka. Finally, the data was partitioned into training 

(70%) and testing (30%). 

 

Figure 5: Data before (left) and after (right) randomization. 
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3.5 Image Classification with AlexNet (CNN) 

 

A python library librosa was used to generate a Mel-spectrogram of the audio files 

according to instructions provided by Dalya [24]. The code was modified so that 

one can create Mel-Spectrogram for many sound files in each folder (see Appen-

dix D). The Mel-Spectrogram images (see figure 6) were placed on two different 

folders namely ‘studded’ and ‘none’ and each folder contained 383 and 377 spec-

trogram images, respectively. Both the ‘studded’ and ‘none’ folders were placed 

in a folder named ‘melspectrogram'. AlexNet was used to see the performance of 

a typical CNN model on the data. Section 3.5.1-3.5.5 describes the process of 

training AlexNet on MATLAB according to Mathworks homepage [26]. 

 

 

 

 

 

 

 

3.5.1 Importing Data and Partitioning  

The total of the sound recordings was more than 1000 records. However only 760 

recordings were used in the experiment of which 383 of the sound recordings be-

longed to studded tyres while the rest belonged to none-studded tyres. The data 

was partitioned into two parts of which 70% (532) of the data was used for train-

ing and 30% (228) for testing. The following code was used to import and parti-

tion the data on MATLAB. 

%Comment: import images: 

 

imds=imageDatastore('C:\Users\pcuser\Desktop\tyresound\melspectro-

gram',"IncludeSubfolders",true,"LabelSource",'foldernames'); 

 

%Comment: partition the data: 

 

[imdsTrain,imdsValidation]=splitEachLabel(imds,0.7,'randomized'); 

Figure 6: Mel-spectrogram sample of studded (right) and none-studded(left) tyres. 
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3.5.2 Importing AlexNet 

MATLAB allows users to import and use pretrained CNN models including 

AlexNet. The following code was used to load AlexNet. 

net = alexnet; 

 

3.5.3 Transferring Layers 

All layers of the pretrained AlexNet were transferred except the last three layers 

which was replaced by fully connected layer, Softmax layer, and classification 

output layer. The reason for not transferring the last three layers is that they were 

configured for 1000 classes, and they should be modified for new classification 

problem which in this case is only two classes. The following MATLAB code was 

used to transfer layers without the last three, save number of classes (2 in this 

case) into a variable named numClasses and replacing the last three layers, respec-

tively. 

%Comment: transferring layers: 

 

layersTransfer = net.Layers(1:end-3); 

 

%Comment: save number of classes into a variable: 

 

numClasses = numel(categories(imdsTrain.Labels)); 

 

%Comment: replacing the last three layers  

 

layers = [ 

    layersTransfer 

    fullyConnectedLayer(numClasses,'WeightLearnRateFactor',20,'Bi-

asLearnRateFactor',20) 

    softmaxLayer 

    classificationLayer]; 

 

3.5.4 Resizing Images 

The first layer of AlexNet expects an image size of 277 × 277 × 3 namely 

height × width × RGB therefore both the training and validation spectrogram im-

ages were resized automatically using the following code. 

%Comment: augmentation 

 

pixelRange = [-30 30]; 

imageAugmenter = imageDataAugmenter( ... 

    'RandXReflection',true, ... 

    'RandXTranslation',pixelRange, ... 

    'RandYTranslation',pixelRange); 

 

%Comment: resize training images: 
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augimdsTrain = augmentedImageDatastore(inputSize(1:2),imdsTrain, 

... 

    'DataAugmentation',imageAugmenter); 

 

%Comment: resize validation images: 

 

augimdsValidation = augmentedImageDatastore(inputSize(1:2),im-

dsValidation); 

 

3.5.5 Configuration, Training and Validation 

Finally, the configuration options of the pretrained model were changed and the 

model was trained using the sound spectrogram images. The following code was 

used to perform the task. 

%Comment: changing configuration options: 

 

options = trainingOptions('sgdm', ... 

    'MiniBatchSize',10, ... 

    'MaxEpochs',6, ... 

    'InitialLearnRate',1e-4, ... 

    'Shuffle','every-epoch', ... 

    'ValidationData',augimdsValidation, ... 

    'ValidationFrequency',3, ... 

    'Verbose',false, ... 

    'Plots','training-progress'); 

 

%Comment: training and validating the AlexNet model: 

 

netTransfer = trainNetwork(augimdsTrain,layers,options); 

 

3.6 Selecting Features for SVM and Random Forest 

 

Some Weka parameters of the default SMO (SVM) and Random Forest classifiers 

configurations were changed by trial and error during the experiment (see table 1) 

to get better result. 

Different attributes were selected for SMO (see Appendix C) by manually remov-

ing attributes which has very low effect on performance of the classifier. This was 

performed by analysing the result after removing every attribute. The aim of this 

attribute selection method is to improve performance of the classifier. All attrib-

utes were used for Random Forest as removing attributes could not improve the 

performance of Random Forest (see appendix A). 
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Table 1: New configuration of classifiers. 

Classifier Parameter Value 

SMO 

Kernel 
PUK (The Pearson VII func-

tion-based universal kernel) 

Sigma 2 

C (complexity parameter) 2 

Random Forest 
Seed (random seed) 2 

NumIteration (number of trees) 21 
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4 Results 

After training and testing different models, the result data shows that SMO (SVM) 

outperforms other tested classifiers both when tested with all extracted features 

(see appendix A) and with special attributes selected just for SMO (see appendix 

C). CNN has 84.21% classification accuracy (see table 2), and Random Forest has 

89.9% accuracy. 

 

The actual test data compromises of a total 228 instances of which 111 belongs to 

none-studded and 117 to studded tyres (see table 2). The confusion matrix on ta-

ble 2 shows that the best model (SMO with selected features) classified 106 of the 

none-studded tyres correctly and 109 of the studded tyres was also classified cor-

rectly which means a total of 215/228 instances were classified correctly which is 

94.29% classification accuracy. The Confusion matrix in table 2 shows that all 

correctly classified instances have a green background while incorrectly classified 

instances have a red background. 

 

Table 2: Result for different model using different classifier. 

 

SMO result with some 

selected features 

SMO result with all 

features 

Random forest result 

with all features 
CNN 

Classified as Classified as Classified as x 

None Studded None Studded None Studded x 

A
ct

u
al

 c
la

ss
 

N
o
n
e 

106 5 105 6 104 7 x 

S
tu

d
d
ed

 

8 109 12 105 16 101 x 

Accuracy 94,29% 92,11% 89,91% 84,21% 
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5 Discussion 

We have compared an image-based classifier (CNN) and classifiers based on mul-

tiple features such as SMO (SVM) and Random Forest. We found that SVM has 

best accuracy compared to others both with and without removing some special 

sound features. Removing some features could not improve the performance of 

random forest. The models were tested with separate data (unseen and unlabelled 

data) to confirm that the models were not overfitted. Our expectation before the 

experiment was to get an acceptable result that can be implemented to automate 

the sound data collection process. Different factors can affect whether a specific 

accuracy result can be considered as acceptable result or not including: 

 

• Number of classification (binary, multiclass.). Binary classes are consid-

ered to be easier to classify compared to multiclass classification i.e stud-

ded, none-studded, car engine, people crossing etc... 

 

• The test data includes 51% of studded and 49% of none-studded class and 

the result of the SVM model has achieved more than 94%. 

 

• Difficulty of discrimination meaning different classification task has dif-

ferent difficulty. Imagine trying to classify images of cat vs dog which is 

relatively easier compared to classifying trend of a financial market from a 

chart which is also difficult for human being. 

 

Depending on the abovementioned reasons and the result from [21] we consider 

that the performance of the SMO (SVM) model can be used practically but that 

does not mean that there is no room for improvement. 

 

The aim of our project was to answer the three questions raised on the introduc-

tion section namely to motivate the reason why the three classifiers (CNN, SVM, 

Random Forest) where chosen for our experiment, how an image-based classifier 

(CNN) performs compared to SVM and Random Forest and finally to see which 

of the classifiers achieves best performance. The main reason for using the three 

classifiers is that our research on the theoretical framework section shows that 
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CNN and SVM are the most common classifiers applied on environmental sound 

classification and Random Forest is a common classifier which has good perfor-

mance with binary classes. Our experiment shows that both Random Forest and 

SVM has better performance compared to the image-based classifier i.e CNN. 

Our experiment also shows that SVM has best accuracy performance by reaching 

94.29% compared to CNN and Random Forest which has accuracy less than 90%. 
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6 Sustainability Considerations 

Using studded tyres has many environmental consequences. Particles released 

from the road due to friction with studded tyres can pollute the air. Automatiza-

tion of the data collection process regarding studded and none-studded tyres can 

improve understanding and lead to relevant actions that can eliminate conse-

quences of the studded tyres on our environment. This project is consistent with 

SDG (Sustainable Development Goals) 13. The goal aims to combat climate 

change and this is done by reducing greenhouse gas emissions [27]. 
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Appendix A 

This table shows all features that were extracted using JAudio. Selecting the audio 

features in appendix B from JAudio user interface produces the following result. 

No Name of feature  Dimension 

1.  Spectral Centroid Overall Standard Deviation0  1 

2.  Spectral Rolloff Point Overall Standard Deviation0  1 

3.  Spectral Flux Overall Standard Deviation0  1 

4.  Compactness Overall Standard Deviation0  1 

5.  Spectral Variability Overall Standard Deviation0  1 

6.  Root Mean Square Overall Standard Deviation0  1 

7.  Fraction of Low Energy Windows Overall Standard Deviation0  1 

8.  Zero Crossings Overall Standard Deviation0  1 

9.  Strongest Frequency Via Zero Crossings Overall Standard Deviation0  1 

10.  Strongest Frequency Via Spectral Centroid Overall Standard Deviation0  1 

11.  Strongest Frequency Via FFT Maximum Overall Standard Deviation0  1 

12.  MFCC Overall Standard Deviation0  1 

13.  MFCC Overall Standard Deviation1  1 

14.  MFCC Overall Standard Deviation2  1 

15.  MFCC Overall Standard Deviation3  1 

16.  MFCC Overall Standard Deviation4  1 

17.  MFCC Overall Standard Deviation5  1 

18.  MFCC Overall Standard Deviation6  1 

19.  MFCC Overall Standard Deviation7  1 

20.  MFCC Overall Standard Deviation8  1 

21.  MFCC Overall Standard Deviation9  1 

22.  MFCC Overall Standard Deviation10  1 

23.  MFCC Overall Standard Deviation11  1 

24.  MFCC Overall Standard Deviation12  1 

25.  LPC Overall Standard Deviation0  1 

26.  LPC Overall Standard Deviation1  1 

27.  LPC Overall Standard Deviation2  1 

28.  LPC Overall Standard Deviation3  1 

29.  LPC Overall Standard Deviation4  1 

30.  LPC Overall Standard Deviation5  1 
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31.  LPC Overall Standard Deviation6  1 

32.  LPC Overall Standard Deviation7  1 

33.  LPC Overall Standard Deviation8  1 

34.  LPC Overall Standard Deviation9  1 

35.  Method of Moments Overall Standard Deviation0  1 

36.  Method of Moments Overall Standard Deviation1  1 

37.  Method of Moments Overall Standard Deviation2  1 

38.  Method of Moments Overall Standard Deviation3  1 

39.  Method of Moments Overall Standard Deviation4  1 

40.  Peak Based Spectral Smoothness Overall Standard Deviation0  1 

41.  Relative Difference Function Overall Standard Deviation0  1 

42.  Spectral Centroid Overall Average0  1 

43.  Spectral Rolloff Point Overall Average0  1 

44.  Spectral Flux Overall Average0  1 

45.  Compactness Overall Average0  1 

46.  Spectral Variability Overall Average0  1 

47.  Root Mean Square Overall Average0  1 

48.  Fraction of Low Energy Windows Overall Average0  1 

49.  Zero Crossings Overall Average0  1 

50.  Strongest Frequency Via Zero Crossings Overall Average0  1 

51.  Strongest Frequency Via Spectral Centroid Overall Average0  1 

52.  Strongest Frequency Via FFT Maximum Overall Average0  1 

53.  MFCC Overall Average0  1 

54.  MFCC Overall Average1  1 

55.  MFCC Overall Average2  1 

56.  MFCC Overall Average3  1 

57.  MFCC Overall Average4  1 

58.  MFCC Overall Average5  1 

59.  MFCC Overall Average6  1 

60.  MFCC Overall Average7  1 

61.  MFCC Overall Average8  1 

62.  MFCC Overall Average9  1 

63.  MFCC Overall Average10  1 

64.  MFCC Overall Average11  1 

65.  MFCC Overall Average12  1 
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66.  LPC Overall Average0  1 

67.  LPC Overall Average1  1 

68.  LPC Overall Average2  1 

69.  LPC Overall Average3  1 

70.  LPC Overall Average4  1 

71.  LPC Overall Average5  1 

72.  LPC Overall Average6  1 

73.  LPC Overall Average7  1 

74.  LPC Overall Average8  1 

75.  LPC Overall Average9  1 

76.  Method of Moments Overall Average0  1 

77.  Method of Moments Overall Average1  1 

78.  Method of Moments Overall Average2  1 

79.  Method of Moments Overall Average3  1 

80.  Method of Moments Overall Average4  1 

81.  Peak Based Spectral Smoothness Overall Average0  1 

82.  Relative Difference Function Overall Average0  1 
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Appendix B 

This Table shows the features that were selected from the JAudio user interface.   

No Name of feature  Dimension 

1.  Spectral Centroid 1 

2.  Spectral Rolloff Point 1 

3.  Spectral Flux 1 

4.  Compactness 1 

5.  Spectral Variability 1 

6.  Root Mean Square 1 

7.  Fraction of Low Energy Windows 1 

8.  Zero Crossing 1 

9.  Strongest Frequency Via Zero Crossing 1 

10.  Strongest Frequency Via Spectral Centroid 1 

11.  Strongest Frequency Via FFT Maximum 1 

12.  MFCC 13 

13.  LPC 10 

14.  Method of Moments 5 

15.  Peak Based Spectral Smoothness 1 

16.  Relative Difference Function 1 
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Appendix C 

This table shows features selected for SMO (SVM). 

No Name of feature  Dimension 

1. Root Mean Square Overall Standard Deviation0 1 

1.  Strongest Frequency Via Zero Crossings Overall Standard Deviation0 1 

2.  Strongest Frequency Via FFT Maximum Overall Standard Deviation0 1 

3.  MFCC Overall Standard Deviation0 1 

4.  MFCC Overall Standard Deviation1 1 

5.  MFCC Overall Standard Deviation2 1 

6.  MFCC Overall Standard Deviation3 1 

7.  MFCC Overall Standard Deviation4 1 

8.  MFCC Overall Standard Deviation5 1 

9.  MFCC Overall Standard Deviation6 1 

10.  MFCC Overall Standard Deviation7 1 

11.  MFCC Overall Standard Deviation8 1 

12.  MFCC Overall Standard Deviation10 1 

13.  MFCC Overall Standard Deviation11 1 

14.  MFCC Overall Standard Deviation12 1 

15.  LPC Overall Standard Deviation3 1 

16.  LPC Overall Standard Deviation4 1 

17.  LPC Overall Standard Deviation7 1 

18.  LPC Overall Standard Deviation8 1 

19.  Method of Moments Overall Standard Deviation3 1 

20.  Method of Moments Overall Standard Deviation4 1 

21.  Peak Based Spectral Smoothness Overall Standard Deviation0 1 

22.  Spectral Variability Overall Average0 1 

23.  Strongest Frequency Via FFT Maximum Overall Average0 1 

24.  MFCC Overall Average0 1 

25.  MFCC Overall Average1 1 

26.  MFCC Overall Average2 1 

27.  MFCC Overall Average3 1 

28.  MFCC Overall Average4 1 

29.  MFCC Overall Average6 1 

30.  MFCC Overall Average8 1 

31.  MFCC Overall Average10 1 
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32.  MFCC Overall Average11 1 

33.  LPC Overall Average2 1 

34.  LPC Overall Average3 1 

35.  LPC Overall Average4 1 

36.  LPC Overall Average5 1 

37.  Method of Moments Overall Average4 1 
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Appendix D 

The source code for creating Mel spectrogram of all sound files in a folder. 

 


