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A B S T R A C T

Computational fluid dynamics can be time consuming for predicting indoor airflows and pollutant transport in
large-scale problems or emergency management. Fast fluid dynamics (FFD) is able to accomplish efficient and
accurate simulation of indoor/outdoor airflow. FFD solves the advection term of the Navier–Stokes equations
either by a semi-Lagrangian (SL) scheme or an implicit upwind (IU) scheme. The SL scheme can be highly
efficient, but its first-order version is not conservative and introduces significant numerical diffusion. To
improve its accuracy, a high-order temporal and interpolation scheme that not only reduces dissipation and
dispersion errors but also guarantees the convergence speed should be applied. Otherwise, an IU scheme instead
could be used to solve the advection term. The IU scheme is conservative and introduces minor numerical
diffusion, but it may increase the computation time. Therefore, this study investigated the performance of
FFD with SL scheme using high-order temporal and interpolation schemes and that with IU scheme. The
comparisons used experimental data of two indoor airflows and one outdoor airflow. The results showed that
FFD with IU scheme was overall more accurate than FFD with SL scheme. In simulating indoor airflow, both
methods were robust and the predictions were independent of time step sizes if the Courant number was less
than or equal to one. In simulating the outdoor airflow, the FFD with SL scheme performed better than the
FFD with IU scheme for large time step sizes. The FFD with IU scheme consumed 44%–61% computing time
of the FFD with SL scheme.
1. Introduction

The computational fluid dynamics (CFD) has been introduced to the
indoor environment community for the prediction of air distribution
since 1970s [1]. CFD numerically solves a set of partial differential
equations, e.g. the Navier–Stokes equations, that governs the airflow
and heat and species transport. With a validated turbulence model,
CFD was able provide accurate and informative indoor air distribu-
tion with much less cost than the experimental measurements [2].
Therefore, CFD has been widely used as a research tool. Besides, CFD
itself has also been investigated for improving its performance [3–
5]. The performance of CFD is mainly dependent on its accuracy and
efficiency. The accuracy of CFD could be enhanced by developing so-
phisticated turbulence models and near-wall treatment [6], generating
mesh with sufficiently fine resolution [7], and implementing robust
numerical algorithm and high-order numerical schemes [8], etc. In
contrast, achieving efficient CFD simulation goes the opposite way,
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such as developing simplified turbulence models [9] and applying
coarse mesh [10], etc. In engineering applications, it is critical to find
the trade-off between the accuracy and efficiency.

The importance of efficient CFD simulations could be addressed in
many engineering applications, such as indoor ventilation design [11],
management of fire or accidental release of chemical/biological agents
[12], real-time control of the heating, ventilation, and air-conditioning
(HVAC) system [13], and large-scale problems like urban wind model-
ing [14], etc. The efficiency of CFD has been improved with increased
computer powers during the past few decades. Besides, in the indoor
environment community, researchers placed significant efforts on im-
proving the computational speed in terms of parallel computing [15],
reduced-order models such as recurrence CFD [16,17], and developing
new numerical algorithms [18]. Fast fluid dynamics (FFD), which
solves the Navier–Stokes equations by a non-incremental pressure-
correction scheme [19] with a semi-Lagrangian (SL) scheme [20]
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Nomenclature

𝐔 velocity vector
𝑝 air pressure
𝜌 air density
𝐅 body forces
𝜈𝑒𝑓𝑓 effective viscosity
𝑡 flow time
𝐔𝑛 air velocity at previous time step
𝐔𝑛+1 air velocity at current time step
𝐔∗, 𝐔∗∗ intermediate air velocities
𝑝𝑛+1 air pressure at current time step
𝐗𝐚 arrival point
𝐗𝐝 departure point
𝐚 acceleration vector
𝑖, 𝑗 cell index
𝑇 𝐼 turbulence intensity
𝜏 computing time
𝜙 face volumetric flux
𝑉 cell volume
𝛷 normalized air quantity

pecifically for the advection term, is able to provide detailed indoor
irflow information as CFD does, but with improved efficiency.

FFD was originally developed by Stam [21] for computer games and
hen was introduced to indoor airflow simulation by Zuo and Chen
18]. The SL scheme solves the advection term by tracing the flow
article trajectory at each cell back in time to its former position and
opies the quantities at that position to the present cell. The former
osition of a fluid particle may not be at the cell center, then an
nterpolation is needed to calculate the corresponding quantities. Since
linear interpolation scheme would cause conservation problems and

ntroduce unwanted numerical diffusion [18], a hybrid interpolation
cheme [22] or high-order interpolation scheme [23] was developed. A
hird-order backward and forward scheme developed by Mortezazadeh
nd Wang [23] is able to reduce both dissipation and dispersion errors
nd achieve an overall accuracy of fourth-order with lower computing
ost than a typical fourth-order scheme.

The major advantage of the SL scheme is its unconditional stability
or large time steps, thus offering fast solution. However, using an
mplicit upwind (IU) scheme instead of the SL scheme for the advec-
ion term would highly reduce the numerical diffusion and maintain
he stability for large time steps [11]. Then one would question the
ecessity of using the SL scheme. Therefore, this study implements
non-incremental pressure-correction scheme with SL scheme using

hird-order backward and forward method (FFD with SL scheme) and
hat with an IU scheme (FFD with IU scheme) in OpenFOAM. This
nvestigation compares the performance of these two solvers in terms
f accuracy and efficiency in predicting two typical indoor airflows and
utdoor wind. The impact of the time step size was also studied.

. Methodologies

In this section, this study briefly describes the FFD with SL scheme
nd FFD with IU scheme in solving the Navier–Stokes equations for
ncompressible and viscous indoor/outdoor airflow:

⋅ 𝐔 = 0 (1)

𝜕𝐔
𝜕𝑡

+ (𝐔 ⋅ ∇)𝐔 = −1
𝜌
∇𝑝 + 𝜈𝑒𝑓𝑓∇2𝐔 + 1

𝜌
𝐅 (2)

where 𝐔 is the velocity vector ; 𝑝 the pressure, 𝜌 the density; 𝐅 the
body forces; 𝜈𝑒𝑓𝑓 the effective viscosity. The implementation of the two
models in OpenFOAM is also introduced.
2

Fig. 1. Trace back and interpolation.

2.1. Fast fluid dynamics with semi-Lagrangian scheme

FFD with SL scheme applies a three-step time-advancement scheme
that splits the momentum equation (Eq. (2)) into three discretized
equations. By adopting the Euler backward implicit scheme for the
temporary term, the three discretized equations are:
𝐔∗ − 𝐔𝑛

𝛥𝑡
= −(𝐔𝑛 ⋅ ∇)𝐔∗ (3)

𝐔∗∗ − 𝐔∗

𝛥𝑡
= 𝜈𝑒𝑓𝑓∇2𝐔∗∗ + 1

𝜌
𝐅𝑛 (4)

𝐔𝑛+1 − 𝐔∗∗

𝛥𝑡
= −1

𝜌
∇𝑝𝑛+1 (5)

where 𝐔𝑛 and 𝐔𝑛+1 represent the air velocity at the previous and current
time steps, respectively; 𝐔∗ and 𝐔∗∗ are the intermediate air velocities;
𝑝𝑛+1 represents the air pressure at the current time step. FFD solves
Eqs. (3), (4), and (5) in sequence.

Eq. (3) could be solved by the SL scheme. As Fig. 1 shows, SL scheme
traces the fluid particles at a cell center 𝐗𝐚, which is called arrival point,
back in time to the location 𝐗𝐝, which is called departure point. The SL
scheme then copies the flow properties at departure point 𝐗𝐝 to arrival
point 𝐗𝐚. The departure point is determined by a second-order temporal
scheme developed by Mortezazadeh and Wang [24], which considers
both the air velocity and acceleration:

𝐗𝐝 = 𝐗𝐚 −
𝛥𝑡2

2
𝐚 − 𝛥𝑡𝐔𝐧 (6)

where 𝐚 is the acceleration vector determined by:

𝐚 = 𝐔𝐧 − 𝐔𝐧−𝟏

𝛥𝑡
(7)

The location of the departure point may not be the center of a grid
cell, then an interpolation is needed to obtain accurate estimation of
the flow properties.

Since a linear interpolation would introduce significant numerical
diffusion [22], this study adopted a backward 3rd-order interpolation
at a one-time step and then a forward 3rd-order interpolation at the
next time step alternatively [23]. The 3rd-order backward and forward
interpolation needs the values in the surrounding nine cells (two-
dimensional case), respectively. By naming the cell for departure point
by departure cell, the nines cells to be used for interpolation are
determined by the relative position between the departure point and
departure cell center. For example, if the departure points is located at
the upper right region of the departure cell (yellow dot 𝐗𝐝𝟏 in Fig. 2),
the nine cells with departure cell as the central cell are for backward
interpolation and the nine cells with departure cell as the lower left cell
are for forward interpolation. Those cells are circled by yellow lines in
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Fig. 2. Local cell index searching. (For interpretation of the references to color in this
figure legend, the reader is referred to the web version of this article.)

Fig. 2. Therefore, the first step for interpolation is identifying the index
of the departure cell.

This study adopted a local searching algorithm developed in Open-
FOAM by Liu et al. [25] to identify the index for departure cell. Once
the departure cell is identified, this study developed a four-step local
cell index searching algorithm as shown in Fig. 2 for determining
the others cells needed for interpolation. The step 1 finds the cells
neighboring the departure cell. The step 2 finds all the cells for back-
ward interpolation. Further, steps 3 and 4 identify all the cells for
forward interpolation. The searching algorithm was extended to three-
dimensional scenario. One can refer to [23] for the equations used to
interpolate.

After the implementation of SL scheme for Eq. (3), Eq. (4) was
solved iteratively by discretizing the Laplacian term by a Gauss lin-
ear orthogonal scheme, which specified linear interpolation scheme
for the diffusion coefficient and the orthogonal treatment for surface
normal gradient. Eq. (5) could not be solved directly as there were
two unknown terms. [26] developed a pressure projection method that
substituted Eq. (5) into the continuity equation Eq. (1), producing:
1
𝛥𝑡

∇ ⋅ 𝐔∗∗ = 1
𝜌
∇2𝑝𝑛+1 (8)

FFD again solved Eq. (8) iteratively by adopting a Gauss linear orthog-
onal scheme for pressure 𝑝𝑛+1. The pressure 𝑝𝑛+1 was finally used to
correct the air velocity by re-writing Eq. (5) as:

𝐔𝑛+1 = 𝐔∗∗ − 𝛥𝑡
𝜌
∇𝑝𝑛+1 (9)

In summary, the FFD with SL scheme requires cell index searching
and interpolation. This study only considers the backward and forward
interpolation for structured mesh, the developed solver is thus only ap-
plicable for structured mesh. This is also the reason for the orthogonal
treatment for surface normal gradient in discretization.

2.2. Fast fluid dynamics with implicit upwind scheme

FFD with IU scheme in this study is a standard incremental pressure-
correction scheme [19]. It applies a two-step time-advancement scheme
that splits the momentum equation (Eq. (2)) into two discretized equa-
tions:
𝐔∗ − 𝐔𝑛

𝛥𝑡
= −(𝐔𝑛 ⋅ ∇)𝐔∗ + 𝜈𝑒𝑓𝑓∇2𝐔∗ + 1

𝜌
𝐅𝑛 − 1

𝜌
∇𝑝𝑛 (10)

𝐔𝑛+1 − 𝐔∗

𝛥𝑡
= −1

𝜌
∇(𝑝𝑛+1 − 𝑝𝑛) (11)

As Eq. (10) shows, the advection term and pressure is included implic-
itly and explicitly, respectively. A second-order upwind scheme was
used to discretize the advection term. Eq. (11) is for the pressure
3

difference and solved by the pressure projection method [26], which
produces:
1
𝛥𝑡

∇ ⋅ 𝐔∗ = 1
𝜌
∇2(𝑝𝑛+1 − 𝑝𝑛) (12)

The solved pressure difference 𝑝𝑛+1 − 𝑝𝑛+1 is used to correct the air
velocity by re-writing Eq. (11) as:

𝐔𝑛+1 = 𝐔∗ − 𝛥𝑡
𝜌
∇(𝑝𝑛+1 − 𝑝𝑛) (13)

One can notice that the FFD with IU scheme does not involve any
cell index searching and interpolation, it could be directly applied to
both structured and unstructured mesh. Its implementation is more
straight forward than that of the FFD with SL scheme.

2.3. Scalar transport equations

In general, the indoor/outdoor airflow is turbulent and involves
heat transfer. Therefore, the developed FFD solvers solved an extra
energy equation and two other equations for turbulence kinetic energy
𝑘 and turbulence dissipation rate 𝜀 in RNG 𝑘 − 𝜀 turbulence model.
The RNG 𝑘 − 𝜀 model has been validated that it is capable of giving
accurate prediction of indoor airflow [4] and has better performance
than the other Reynolds Averaged Navier–Stokes (RANS) models in pre-
dicting the outdoor wind [27]. When the heat transfer was considered,
this study adopted the Boussinesq approximation [28] to simulate the
buoyancy effect. Since the energy equation and turbulent equations are
both scalar transport equations, this study solved them by an iterative
scheme, which was the same with we normally do. The convection
terms were discretized by a second-order upwind scheme and the
diffusion term by a Gauss linear orthogonal scheme.

3. Results

In order to compare the accuracy, efficiency, and robustness of
the FFD with SL scheme and FFD with IU scheme, this investigation
applied the developed solvers to predict the air distribution in three
cases with experimental data for evaluation. The first two cases are
forced convective and mixed convective indoor airflow from literature.
The third case is outdoor airflow around a bunch of small-scale building
blocks in a wind tunnel.

3.1. Case 1: forced convective indoor airflow

Case 1 is forced convection flow in a room with the dimension
2.44 m × 2.44 m × 2.44 m [29]. As shown in Fig. 3(a), the air supply
inlet is located on the top of left wall and its height is 0.03 m. The outlet
is located at the bottom of the right wall and its height is 0.08 m. In
the center of the room, a box with the dimension 1.22 m × 1.22 m ×
1.22 m is used to simulate the furniture. The air enters the room from
the inlet at a speed of 1.366 m/s and a temperature of 22 ◦ C. The
experiment by Wang and Chen [29] measured the air velocity at ten
locations. This study used the experimental data on six representative
locations as shown in Figs. 3(b) and 3(c) for validation.

This study used a structured mesh with the resolution of 47 × 42
× 48 according to the grid independence test by Wang and Chen [29].
For each numerical method, this investigation ran the simulation for
200 s physical flow time to obtain a steady-state airflow. In order to
test the robustness of each model, each simulation begun with the most
ambiguous time step size 𝛥𝑡 = 0.5 s, the corresponding mean Courant
number (𝐶𝑜𝑚𝑒𝑎𝑛) was greater than one as summarized in Table 1. The
Courant number (𝐶𝑜) is defined as:

𝐶𝑜 = 𝛥𝑡
∑

𝑓𝑎𝑐𝑒𝑠 |𝜙|
2𝑉

(14)

where 𝜙 is the face volumetric flux and 𝑉 is the cell volume. A
simulation with 𝛥𝑡 ≥ 1.0 s would diverge. Then this study gradually
decreased the time step sizes and tested 𝛥𝑡 = 0.2 s and 𝛥𝑡 = 0.1 s.
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Fig. 3. Layout of a three-dimensional room [29].
Table 1
Mean Courant number for different time step sizes in
case 1.
𝛥𝑡 (s) 0.1 0.2 0.5

FFD with SL 0.256 0.536 1.390
FFD with IU 0.324 0.645 1.395

Fig. 4 compares the predicted velocity profiles by FFD with SL
scheme with the experimental data for case 1. The vertical axis was
normalized by 𝐻 = 2.44 m and the horizontal axis was normalized by
the measured maximal air velocity |𝐔|𝑚𝑎𝑥 = 1.5 m∕s. The predictions
with 𝛥𝑡 = 0.5 s had minor difference from that by smaller time step
sizes, which implied that the SL scheme with the high-order scheme for
tracing back and interpolation would eliminate the numerical diffusion.
The agreement between the predictions and the experimental data
was well except that at position 5. Referring to the predicted airflow
fields in Fig. 6(b), the FFD with SL scheme underestimated the jet
development from the inlet. A possible reason is the assumption by SL
scheme that the fluid properties follow the fluid particles in each time
step. If a fluid particle originates out side the computational domain,
the numerical scheme cannot yield an accurate result. Besides, the
numerical estimation of the fluid particle trajectories bear absolutely
no relationship to the physical ones.

The same comparisons for the FFD with IU scheme was provided in
Fig. 5. Again, the predictions with 𝛥𝑡 = 0.5 s had minor difference from
that by smaller time step sizes. This was because the 𝐶𝑜𝑚𝑒𝑎𝑛 was greater
than one. Overall, the predictions by FFD with IU scheme had better
agreement than that by the FFD with SL scheme with the experimental
data. Especially at position 5, FFD with IU scheme had the correct
prediction of the jet development, which was further confirmed by
comparing the airflow fields in Fig. 6.

This study further compared the predicted air velocity by FFD and
experimental data at monitored positions (72 sample points) in Fig. 7.
The comparisons confirmed that the predictions by FFD with IU scheme
were more accurate than that by the FFD with SL scheme. For large
air velocities(|𝐔|∕|𝐔|𝑚𝑎𝑥 ≥ 0.15), both models were able to predict the
air velocity with less than or equal to 10% error. It implied that both
models were able to capture the major flow features. For small air
velocities (|𝐔|∕|𝐔|𝑚𝑎𝑥 < 0.15), the FFD with IU scheme was able to
predict the air velocity with less than or equal to 30% error at most
positions. In contrast, the FFD with SL predicted the air velocity with
greater than 30% error at most positions. It implied that the FFD with
IU scheme was able to capture more flow details than the FFD with SL
scheme. In terms of efficiency, the FFD with SL scheme required 50%
more computing time than the FFD with IU scheme. This was because
the implementation of the SL scheme took extra computing time in
OpenFOAM [25].

3.2. Case 2: mixed convective indoor airflow

Based on case 1, case 2 added a 700 W heat source to the box in the
room without changing the other setups [29]. The surface temperature
4

Table 2
Mean Courant number for different time step sizes in
case 2.
𝛥𝑡 (s) 0.1 0.2 0.5

FFD with SL 0.257 0.569 1.554
FFD with IU 0.324 0.645 1.395

of the box was 36.7 ◦ C that was higher than the air supply temperature
of 𝑇𝑖𝑛 = 22.2 ◦C. Then a thermal plume was introduced to investigate
its impact on the flows. The numerical setup in this case was exactly
the same with that of case 1. Table 2 summarized the tested time step
sizes, mean Courant number, and computing time for 200 s physical
flow time. The FFD with SL scheme required > 50% more computing
time than the FFD with IU scheme.

Figs. 8 and 9 compares the predicted air velocity and temperature
profiles by FFDs with experimental data at positions 2 (best agreement),
position 3 (average agreement), and position 5 (worst agreement). The
air velocity was normalized by the maximum velocity |𝐔|𝑚𝑎𝑥 = 1.5 m∕s
found in the experiment. The air temperature was normalized by the
maximum temperature 𝑇𝑚𝑎𝑥 = 36.7 ◦C and minimum temperature 𝑇𝑚𝑖𝑛 =
22.2 ◦C. The top and bottom figures in Figs. 8 and 9 were for the same
position but with different properties. The predictions with 𝛥𝑡 = 0.2 s
and 𝛥𝑡 = 0.1 s were almost the same and had minor difference from
those with 𝛥𝑡 = 0.5 s. The agreement between the FFD predictions and
experimental data was the worst at position 5, which was consistent
with observations by Wang and Chen [29]. The jet impacted on the
wall at position 5 and the wall-bounded flow had strong curvature and
separations. The recirculated airflow was further accelerated by the
buoyancy force from the heated box. Both the FFD models were unable
to fully handle such complex flows. However, the comparisons on the
airflow fields on the stream-wise cross section in Fig. 10 clearly shows
that the FFD with IU scheme better predicted the jet development
and recirculated flow at position 5. The FFD with SL scheme under
predicted the air temperature overall. It was attributed to the overall
less accurate prediction of the airflow.

This investigation again compared the predicted air velocity and
temperature by FFD and experimental data at the monitored positions
(72 sample points) in Fig. 11. It is clear that the FFD with SL scheme
was unable to predict the measured air velocity within 30% error at
most positions. The FFD with SL scheme under predicted the measured
air temperature overall. When |𝐔|∕|𝐔|𝑚𝑎𝑥 ≥ 0.15, the FFD with IU
scheme was able to predict the measured air velocities within 10%
error. When |𝐔|∕|𝐔|𝑚𝑎𝑥 ≤ 0.15, the FFD with IU scheme was able to
predict the measured air velocities within 30% error at most positions.
The FFD with IU scheme under predicted the measured air velocity
at those points located at position 5. In terms of air temperature, the
FFD with IU scheme was able to predict the measured air temperature
within 10% error at most points. In summary, the FFD with IU scheme
was more accurate than the FFD with SL scheme in predicting the mixed
convection flow.
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Fig. 4. Comparison of the predicted velocity profiles by FFD with SL scheme and experimental data for case 1.
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.3. Case 3: Outdoor airflow

The last case used for testing the FFD models was outdoor airflow
imulated by an small-scale experiment in a wind tunnel [30]. The
xperiment placed 6 (rows) × 11 (columns) building blocks in a closed-
ircuit boundary layer wind tunnel designed for wind environmental
ssessment and ventilation studies. The size of each building block is
× 𝐵 × 2.67𝐵(height) with 𝐵 = 30 mm. The building blocks were

eparated by streets with width 𝐵. The working section of the wind
unnel was 11 m long, 3 m wide and 1 .5 m high, which is much greater
han the size of building arrays. Therefore, along the lateral direction,
he computational domain only considered half of one column building
locks and half of the street as shown in Fig. 12. Further, Fig. 12(c)
hows that two corresponding symmetrical boundary conditions were
pplied. Fig. 12(a) gives a side view of the computational domain. In ac-
ordance with the computational domain by Hang et al. [30], the inlet
as 33.3𝐵 away from the first building block and the outlet was 121.3𝐵
way from the last building block. The height of the computational
omain was 22.0𝐵. The experiment measured the upstream air velocity
nd turbulence intensity. For curve fitting the data points, this study
dopted Eqs. (15) and (16) to implement the inlet boundary conditions.
ccording to the grid independence study by Hang et al. [30], this study
enerated a mesh with near wall height 0.05𝐵, maximum size 0.25𝐵,
nd expansion ratio of 1.15. The near wall grid size was greater than
hat used by Hang et al. [30] because a wall function in OpenFOAM was
dopted. The computational domain was discretized into 1.3 million
exahedra.

𝐔𝑖𝑛|(𝑧) =
{

2.9(𝑧∕𝐵)0.1616 𝑧 < 6.7𝐵 (15)
5

3.91 𝑧 ≥ 6.7𝐵 b
able 3
ourant number for different time step sizes in case 3.
𝛥𝑡 (s) FFD with SL FFD with IU 𝛥𝑡 (s) FFD with SL FFD with IU

0.001 0.612 0.608 0.02 12.116 12.495
0.002 1.234 1.218 0.05 30.265 N/A
0.005 3.071 3.053 0.1 60.763 N/A
0.01 6.117 6.127

𝑇 𝐼(𝑧) =
{

−0.0249(𝑧∕𝐵) + 0.1327 𝑧 < 5.28𝐵
0.00129 𝑧 ≥ 5.28𝐵

(16)

Since the FFD with IU scheme showed overall better performance
han the FFD with SL scheme in the first two cases, this study adopted
he FFD with IU scheme for preliminary test by simulating the outdoor
ind with time step size 𝛥𝑡 = 0.001 s. The corresponding 𝐶𝑜𝑚𝑒𝑎𝑛
as 0.608. The preliminary computation identified that a steady-state

low could be reached after five seconds physical flow. Therefore,
he following computation simulate the airflow for five seconds. This
tudy conducted the FFD simulations with multiple time step sizes as
ummarized in Table 3. The least time step size was 𝛥𝑡 = 0.001 s that
nsured the 𝐶𝑜𝑚𝑒𝑎𝑛 was just less than one. The greatest time step size
as 𝛥𝑡 = 0.1 s and 𝛥𝑡 = 0.02 s for FFD with SL and FFD with IU,

espectively. This is because a prediction with even larger time step
ize differed significantly from the experimental data.

Figs. 13 and 14 compare the predicted air velocity with the exper-
mental data at three typical locations V1, V6, and a line along the
treet centerline at 𝑧 = 𝐵. The velocity was normalized by air velocity
t the same height in the far upstream free flow |𝐔|𝑖𝑛(𝑧 = 𝐵) = 2.9 m∕s.
ccording to Fig. 12(c), V1 is located at the middle of the first two
uildings and V6 is located 30 mm away from the last building. For the



Building and Environment 207 (2022) 108477W. Liu et al.
Fig. 5. Comparison of the predicted velocity profiles by FFD with IU scheme and experimental data for case 1.
Fig. 6. Measured [29] and predicted airflow on the stream-wise cross section for case 1.
FFD with SL scheme, it is clear that when 𝛥𝑡 ≤ 0.002 s or 𝛥𝑡 ≥ 0.05 s,
the simulations either under predicted or over predicted the measured
air velocity. When the 0.005 s ≤ 𝛥𝑡 ≤ 0.02 s, the predictions agree
well the experimental data. The FFD with SL was able to handle the
simulation with large time step size. But the accuracy of the predictions
were dependent on the time step size. The predictions by FFD with IU
were independent of the time step sizes when 𝛥𝑡 ≤ 0.005 s and also
agreed well with the experimental data. Please note that the 𝐶𝑜𝑚𝑒𝑎𝑛 for
𝛥𝑡 = 0.005 s is 3.053, which is greater than one. With 𝛥𝑡 ≥ 0.01 s, all
the simulations over predicted the air velocity. Therefore, this study
did not test the FFD with IU solver with 𝛥𝑡 > 0.02 s. Overall, all the
simulations under predicted the air velocity at those regions located
6

behind the building blocks. This might be attributed to the inaccurate
estimation of the flow separation in the downstream of the flow.

This study further plots the predicted airflow field with 𝛥𝑡 = 0.005 s
in the mid-cross section of the building (𝑦 = 𝐵) in Fig. 15. Both methods
were able to predicted the recirculated airflow in the space between
building blocks, which agreed well with the observations by Hang et al.
[30]. However, the FFD with SL scheme was unable to predict the flow
separation above the first building block. A possible reason would be
weakness of SL scheme in simulating the convection of wall-bounded
flow. The same weakness could also be observed in cases 1 and 2.
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Fig. 7. Comparison of the predicted air velocity by FFD and experimental data at monitored positions for case 1.
Fig. 8. Comparison of the predicted air velocity and temperature profiles by FFD with SL scheme and experimental data for case 2 at position 2: best agreement, position 3:
average agreement, and position 5: worst agreement.
4. Discussions

4.1. Quantification of prediction accuracy

To quantitatively compare the overall accuracy of the FFD mod-
els, this study calculated the normalized root-mean-square deviation
(NRMSD) between the experimental data and FFD predictions defined
7

as:

𝑁𝑅𝑀𝑆𝐷(𝛷) =

√

∑𝑛
𝑖=1(𝛷𝑒𝑥𝑝,𝑖 −𝛷𝑛𝑢𝑚𝑒𝑟𝑖𝑐𝑎𝑙,𝑖)2

𝑛
(17)

where 𝛷 is normalized air velocity or temperature. Table 4 provides the
NRMSD for 𝛥𝑡 = 0.2 s in cases 1 and 2 and 𝛥𝑡 = 0.005 s in case 3. Those
time step sizes ensure both FFD models give acceptable predictions. The
results confirmed that FFD with IU scheme had better accuracy than
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Fig. 9. Comparison of the predicted velocity and temperature profiles by FFD with IU scheme and experimental data for case 2 at position 2: best agreement, position 3: average
agreement, and position 5: worst agreement.
Fig. 10. Measured [29] and predicted airflow on the stream-wise cross section for case 2.
FFD with SL scheme in predicting indoor airflow. For simulating the
outdoor airflow, the FFD with SL scheme was slightly better.

4.2. Computing time

This investigation ran all the simulations with a Intel Xeon platinum
8179M processor with the frequency of 3.0 GHz and 96 Gb memories.
Since the developed solver for FFD with SL scheme does not support
parallel computing, this study ran all the simulations with just one core.
Fig. 16 compares the computing time of FFD with SL scheme and FFD
with IU scheme. The green cross represents the computing time for the
tested scenarios. Their locations are determined by the computing time
of FFD with SL scheme (horizontal axis) and the computing time of
FFD with IU scheme (vertical axis). By using linear data fitting, the
8

Table 4
Normalized root-mean-square deviation (NRMSD) between the experi-
mental data and FFD predictions. (For cases 1 and 2, |𝐔|∗ = |𝐔|∕|𝐔|𝑚𝑎𝑥,
where |𝐔|𝑚𝑎𝑥 = 1.5 m∕s and 𝑇 ∗ = (𝑇 − 𝑇𝑚𝑖𝑛)∕(𝑇𝑚𝑎𝑥 − 𝑇𝑚𝑖𝑛), where
𝑇𝑚𝑖𝑛 = 22.2 ◦C and 𝑇𝑚𝑎𝑥 = 36.7 ◦C). For cases 3, |𝐔|∗ = |𝐔|∕|𝐔|𝑖𝑛(𝑧 = 𝐵),
where |𝐔|𝑖𝑛(𝑧 = 𝐵) = 2.9 m∕s.

Case 1 Case 2 Case 3
𝛥𝑡 (s) 0.2 0.2 0.005

𝛷 |𝐔|∗ |𝐔|∗ 𝑇 ∗
|𝐔|∗

FFD with SL 4.7% 5.2% 7.0% 23.1%
FFD with IU 2.5% 4.2% 2.6% 24.6%

computing time with FFD with IU scheme was 61% and 44% of that
with the FFD with SL scheme in cases 1 & 2 and case 3, respectively.
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Fig. 11. Comparison of the predicted air velocity and temperature by FFD and experimental data at monitored positions for case 2.
Fig. 12. (a) Computational domain, (b) side view of the mesh, and (c) top view of the mesh.
The current implementation of the SL scheme in OpenFOAM is less
efficient than a second-order upwind scheme in solving the advection
term. The implementation of the SL scheme could be accelerated if the
mapping between the grid index and coordinates are known.

4.3. Limitations

A major limitation of the FFD with SL scheme is that the solver
developed in OpenFOAM does not support parallel computing due to
9

the SL scheme. The obstacle is that the departure point may locate
in a decomposed zone other than that of the arrival point. Then
the interpolation for the quantities at the departure point would be
impossible or hard to handle. The FFD with IU scheme might be unable
to give accurate prediction when the 𝐶𝑜𝑚𝑒𝑎𝑛 is greater than one. This
study only considered passive scalars, such as heat transfer. For non-
passive scalars such as droplet or chemical reactions, extra source terms
need to be added to the momentum equations. An implicit treatment
of the corresponding source terms would not affect the stability of the
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Fig. 13. Comparison between the predicted air velocity by FFD with SL scheme and experimental data for case 3.
Fig. 14. Comparison between the predicted air velocity by FFD with IU scheme and experimental data for case 3.
iscretized equations and the scheme should work. However, further
alidations are necessary.

. Conclusions

This investigation compared the performance of FFD with SL scheme
nd FFD with IU scheme in predicting two typical indoor airflows and
ne outdoor airflow. The SL scheme used a second-order temporal
cheme and a 3rd-order backward and forward interpolation, which
10
were high-order temporal and spatial. The performance considered
both the accuracy and efficiency that led to the following conclusions:

• For simulating the indoor airflow, the predictions by both meth-
ods were independent of time step size when the 𝐶𝑜𝑚𝑒𝑎𝑛 was less
than or equal to one. However, both methods were unable to
handle the computation with large time step sizes. The predictions
by FFD with SL were less accurate since the SL scheme might be
inherently weak in predicting wall-bounded flow;
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Fig. 15. Predicted flow fields in the cross section 𝑦 = 𝐵.
Fig. 16. Comparison of the computing time.
• For simulating the outdoor airlfow, the FFD with SL was able
to give accurate prediction if an appropriate time step size was
used. The appropriate time step size could corresponds to large
mean Courant number. In contrast, the FFD with IU was unable
to give accurate prediction if 𝛥𝑡 ≥ 0.01 s. When the 𝐶𝑜𝑚𝑒𝑎𝑛 was
less than or around one, the predictions by FFD with IU were
independent of the time step size. In general, the FFD with SL
was more capable than the FFD with SL in simulating outdoor
airflow with large time step sizes;

• In the implementation of the numerical methods in OpenFOAM,
the FFD with IU scheme consumed 44%–61% computing time of
the FFD with SL scheme.
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