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Abstract

The concept of importance of criteria is used as a central element in several decision

making contexts, specifically in value aggregation, e.g. as an input to decision support

tools. For example, in the analytic hierarchy process (AHP) decision makers are asked

to estimate how much more important one criterion is than another. However, it is

not clear how people understand aggregation models based on importance of criteria

in decision making situations. The purpose of this descriptive study is to investigate if

people find an aggregation model in simple value aggregation tasks which remind of

the way AHP elicits the input. Further, the purpose is to investigate if people's ten-

dency to find a model depends on their cognitive abilities. In an exploratory labora-

tory experiment, participants assessed which of two alternatives is the best, based on

information about the importance of two criteria and how good the two alternatives

are compared to each other with respect to these criteria. The results confirm that

people are willing to use importance of criteria and goodness of alternatives as input

in value aggregations and show three main models for aggregation. More participants

with higher numeracy applied a clear model compared to those with lower numeracy.

None of the identified models was one of AHP's models but one of them reminded

of one of the ways input can be aggregated in the AHP. The three models identified

in the experiment are based on lexicographic order, multiplication and a combination

of multiplication and addition. How the results could be used in a prescriptive context

is discussed in the paper.
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1 | INTRODUCTION

It is common that people make statements about importance of

criteria in different contexts. Importance of criteria is also used as a

central element in decision making and value aggregation, for

example, as an input to many decision support tools. One example

is the analytic hierarchy process (AHP), one of the most commonly

used models in decision analytical support systems, that uses an

additive aggregation to rank alternatives (Saaty, 2010). The inputs

for the AHP calculations are pairwise comparisons performed by a
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decision maker. These comparisons are answers to the following

kind of questions: “Which one of criterion 1 and 2 is the more

important? How much more important?”. AHP uses a 9-graded

scale for the judgments of ratios of importances, where 1 means

that the two compared criteria are equally important and 9 means

that their importances are extremely different. Similarly, the deci-

sion maker compares the alternatives pairwise by answering ques-

tions of the following type: “Which one of alternatives A and B is

better with regard to criterion 1? How much better?”. Importance

of criteria is also used for additive aggregation in other models than

the AHP. For example, a new Best-worst multi-criteria decision

making method is based on comparisons of the best criterion and

the worst criterion with all other criteria (Rezaei, 2015) instead of

all combinations of comparisons between criteria as in the AHP.

Another example is the classic procedure Simple Multi-Attribute

Rating Technique SMART (Edwards, 1977), where weight coeffi-

cients are assessed by letting a decision maker state how much

more important each criterion is than the least important. Although

SMART has been further developed to SMARTS and SMARTER

which take the attribute levels into consideration and do not have

importance of criteria as a basic element (Edwards & Barron, 1994),

applications of procedures similar to SMART, where weight coeffi-

cients in an additive aggregation are assigned without taking the

ranges of attribute levels into account, are still abundant.

Importance of criteria is used in several decision making situations

and domains. In the context of public procurement, the relative

weighting needs to be given for each contract award criterion and this

weighting is connected to the importance of criteria (EU, 2014). If the

weights are not assigned to different criteria, the descending order of

importance of criteria must be given (EU, 2014). A typical example is

that price is assigned a weight 0.8 and quality (that can include several

aspects) is assigned a weight 0.2 early in the process of a public pro-

curement case, based on a statement that price is four times as impor-

tant as quality.

In the medical decision making domain, an example of a decision

support tool is Annalisa that includes questions of importance of

criteria and applies a simple weighted-sum principle for aggregation

(Dowie et al., 2013). It is not unusual that weights and valuations of

alternatives are assigned by different stakeholders when using

Annalisa. For example, in Salkeld et al. (2016) patients using Annalisa

assign the relative importance of weights but the assignment of rat-

ings (corresponding the values in aggregation) is based on medical sta-

tistics. In the area of Geographic Information Science, AHP is

commonly used only partly, for assigning weight coefficients for a

weighted sum aggregation without taking the ranges of aspect values

into consideration. An example of this is the study of Höfer

et al. (2016) where AHP was applied to aggregate different stake-

holders' answers about importance of criteria to the weight

coefficients.

Thus, importance of criteria is a widely used concept in decision

making. One reason for the popularity of its use may be that it makes

it easier to handle complex decision problems by dividing them into

smaller parts and later aggregating these parts to a solution, as when

assignments of scores for alternatives and weights for criteria are sep-

arated. However, answering questions about importance of criteria is

not unproblematic (as discussed by, e.g., Belton and Gear (1997) and

Hämäläinen and Salo (1997)), and Keeney (1992) calls general state-

ments about importance of the objectives, that is, meaning criteria,

the most common critical mistake in decision making. One example

Keeney (1992) takes up as a critical mistake is the question whether

the cost or the pollutant concentration is more important in the context

of air pollution regulation. Most people would willingly answer that

question and even answer how much more important one of the

criteria is without knowing the levels of air pollutant concentration or

the costs involved. Keeney (1992) emphasizes that it is necessary to

take the specific context and the actual criteria levels, i.e. the actual

values of criteria with respect to each alternative, into consideration:

How much is the air pollutant concentration reduced and to what

cost? Riabacke et al. (2012) have reviewed weight elicitation methods.

According to most of the methods they present, weights of criteria

can be assigned without taking either the alternatives, their descrip-

tive aspect levels, or the utility levels (utility differences) into

consideration.

The use of statements of weight and importance in general and

their relation to weight coefficients in particular is, thus, an important

problem area that plays a role in theories of aggregation and for deci-

sion support tools. Choo et al. (1999) present different ways to inter-

pret criteria weights and conclude that criteria importance is one of

the most common interpretations, together with criteria trade-off and

scaling factor. Roy and Mousseau (1996) construct a theoretical

framework to analyze how relative importance of criteria is taken into

account in different aggregation procedures. In an experiment,

Korhonen et al. (2013) first asked participants to decide which one of

two criteria, European Credit Trading System (ECTS) credit points or

Grade Point Average (GPA) is the more important one for next semes-

ter studies. After this the participants were asked to choose the best

one in pairwise choice alternatives having different levels of ECTS

credit points and GPA. An example task for participants in Korhonen

et al. (2013): “The first criterion is in terms of ECTS credits and the

second in GPA, which one do you prefer: (40, 75) vs. (50, 60)?” The

results were used to estimate the weights for criteria so that the

choices could be explained using linear value functions and an addi-

tive aggregation model. The authors concluded their results by calling

into question the statement that the weights reflect the importance

of criteria.

It seems to be easy for people to accept the concept of impor-

tance of criteria. Is this because the concept is used in many con-

texts which may lead people to think that they understand what it

means? Do people have an idea of a model for how importance of

criteria is used in value aggregation or do they find a model when

working with value aggregation problems? Some of the differences

in how people find and use a model might be partly explained by

their cognitive abilities. One such cognitive ability is working mem-

ory capacity (WMC) which is of importance in many cognitive tasks

(Sörqvist et al., 2010), including reasoning skills (Fletcher

et al., 2011), reading comprehension (Engle, 2002) and problem
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solving (Conway et al., 2005). When performing a complex task, it

is crucial to maintain relevant information in memory as well as a

high level of concentration while inhibiting irrelevant stimuli

(Fletcher et al., 2011). Individuals with lower WMC usually make

more errors in cognitive tasks and have a harder time to focus on

the relevant information. Numeracy is another cognitive ability

which may be of relevance. Numeracy is defined as “the ability to

understand and use numbers” by Reyna et al. (2009) and has been

shown to influence people's performance in different judgment and

decision making tasks (Cokely et al., 2012; Lindskog et al., 2015).

Numeracy has also been observed to play a role when people make

probability judgments (Peters et al., 2006; Winman et al., 2014) and

interpret statistical concepts describing performance of prediction

models (Weissman et al., 2018). Further, people with a lower

numeracy are more sensitive to framing effects (Peters et al., 2006)

and rely more on heuristics that favors options with lower risk

(Cokely & Kelley, 2009). In a review of skilled human decision mak-

ing in experts and non-experts, Cokely et al. (2018) conclude that

numeracy has a higher impact on decision making skills than other

more general cognitive abilities, such as cognitive reflection and

intelligence. However, people with higher numerical abilities were

more or equally susceptible to various decision paradoxes in a con-

ceptual replication study of the psychological phenomena

supporting prospect theory (Millroth et al., 2019).

The purpose of this paper is to study how participants perform

tasks of aggregating statements of relative importance of criteria and

statements of relative goodness (performance) of alternatives with

respect to criteria into a judgment of which alternative is best.

Answers to these kinds of questions are used as input in some deci-

sion support systems, for example the AHP. Our goal is to investigate

if and how people without training in decision analysis perform aggre-

gations and make practical use of statements regarding the concepts

of importance of criteria and goodness of alternatives. Further, the

purpose is to investigate if participants use a clear model for aggrega-

tion, and if the use of a model differs with levels of the participants'

cognitive abilities numeracy and working memory capacity. Our

approach is descriptive, focusing on some types of input that are used

in tools aiming to help people in decision making. How the results

could be used in a prescriptive context is discussed in section 5 of the

paper.

2 | TASK INPUT AND SOME
AGGREGATION MODELS

A simple structure for decision problems was constructed to represent

specific decision problems by a few statements. This structure

involves the following relations:

R1 A,Bð Þ¼ r, r ≥1

R2 B,Að Þ¼ s,s ≥1

Rw 1,2ð Þ¼ t,t≥1

where R1 A,Bð Þ is the ratio of goodness between two alternatives

expressed as a statement of how much better the first argument,

alternative A, is compared to the second argument, alternative B, with

respect to criterion 1.

R2 B,Að Þ has the same form as R1, but with B better than A with

respect to criterion 2.

Rw 1,2ð Þ is the ratio of importance between the two

criteria expressing a statement of how much more important the first

argument, criterion 1, is compared to the second argument, crite-

rion 2.

Let us look at examples of statements based on this structure. If

we have R1 A,Bð Þ¼2,

R2 B,Að Þ¼5, and Rw 1,2ð Þ¼3 we can formulate statements for

several decision problems. A concrete example could be:

Car A is twice as good as Car B with respect to price.

Car B is five times as good as Car A with respect to comfort.

Price is three times as important as comfort.

Is one of the cars A and B overall best, and if so, which one? Or

are they equally good?

It is a question of which of the alternatives is the best one or are

they equally good ceteris paribus, that is, all other things being equal

between the alternatives.

It is also possible to present the problem in an abstract form,

to focus on the structure of the decision problem. In the current

study, abstract input statements were used instead of concrete

alternatives and criteria. The reason for using abstract task

descriptions was to ensure that the participants concentrated on

the structures of the decision problems and not on the details of

concrete alternatives or criteria. In pilot experiments we noticed

that concrete alternatives and criteria sometimes affected the

answers of the participants because the participants started to

discuss their own opinions about the criteria presented, disre-

garding the actual statements of importance in the experiment.

The use of abstract alternatives was chosen to eliminate this kind

of effect. Examples of the abstract task statements used are

given in the Experimental section.

Input in the form of statements based on R1 A,Bð Þ, R2 B,Að Þ,
and Rw 1,2ð Þ can be aggregated in many different ways. Before

the experiment we constructed different models that could potentially

be used by the participants. Some of the constructed models

were based on literature, some were based on results from pilot

experiments, and some were based on our own estimations of how

the participants could perform the aggregation. The pre-constructed

models were used in the identification of which models the

participants used in the experiment, but the models were not pres-

ented to the participants. Here we present five of the possible models

namely A1 (AHP, distributive mode), A2 (AHP, ideal mode), SM (simple

multiplication), MA (multiplication and addition), and Lex (lexico-

graphic). A few other possible models were constructed but these

were not used by any of participants, and they are not

presented here.

The models, except the lexicographic model, are based on the

idea that two numerical values, measures, VA and VB, are calculated
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representing ‘the goodness’, performance or the value of alternatives

A and B, respectively.

If VA >VB then alternative A is better than alternative B.

If VB >VA then alternative B is better than alternative A.

If VA ¼VB then alternative A and alternative B are equally good.

2.1 | Model AHP, distributive mode (A1)

The distributive mode of the analytic hierarchy process (AHP) is the

first mode published in the AHP context (Saaty, 1987). It uses pro-

portions as inputs, for example, “How much more important is crite-

rion X than criterion Y?” and “How much more important is

alternative A than alternative B with regard to criterion X?”. In AHP

the decision maker makes pairwise comparisons of alternatives

with respect to each criterion and also pairwise comparisons of the

criteria with respect to the overall goal of the decision

problem. From the set of pairwise comparisons of the criteria a

matrix is constructed, from which a vector with priorities for the

criteria can be calculated. In general, the pairwise judgments may not

be perfectly consistent with each other, and Saaty's solution to

this was to use a numerical eigenvalue method, and to only accept

judgments leading to an inconsistency below a predetermined

level. The pairwise comparisons of all alternatives with respect to

criterion 1 are treated the same way, and so on. In a final step,

the calculated priority vectors are combined to overall priorities for

the alternatives by a weighted summation. However, in this

example with only two criteria and two alternatives, no inconsis-

tencies are possible, and it is therefore possible to calculate local

priorities for each matrix of pairwise comparisons from any of

the column vectors, after proper normalization (see Saaty,

2016, p. 368]).

In model A1, corresponding to AHP:s distributed mode, the nor-

malization is with respect to the average. An example of the distribu-

tive mode of AHP with proportions R1 A,Bð Þ¼2, R2 B,Að Þ¼5 and

Rw 1,2ð Þ¼3 as input follows.

Comparison of criteria

Criterion 1 Criterion 2
Normalized
priorities

Criterion 1 1 3 3
4¼w1

Criterion 2 1
3 1 1

4¼w2

Sum 4 1

Comparison of alternatives with respect to criterion 1

Alternative A Alternative B

Normalized

priorities

Alternative A 1 2 2
3¼ vA1

Alternative B 1
2 1 1

3¼ vB1

Sum 3 1

Comparison of alternatives with respect to criterion 2

Alternative A Alternative B
Normalized
priorities

Alternative A 1 1
5

1=5
6=5¼ 1

6¼ vA2

Alternative B 5 1 1
6=5¼ 5

6¼ vB2

Sum 6
5 1

To calculate the total values of alternatives, VA and VB, which are

called priorities in the AHP-context, the normalized priorities are used as

weight coefficients and values of alternatives with respect to each

criterion.

VA ¼w1 �vA1þw2 �vA2 ¼3
4
�2
3
þ1
4
�1
6
¼13
24

¼0:542

VB ¼w1 �vB1þw2 �vB2 ¼3
4
�1
3
þ1
4
�5
6
¼11
24

¼0:458

Since VA >VB, alternative A is the best one according to model A1.

It is also possible to express VA and VB in the following way:

VA ¼ Rw 1,2ð Þ
Rw 1,2ð Þþ1

*
R1 A,Bð Þ

R1 A,Bð Þþ1
þ 1
Rw 1,2ð Þþ1

*
1

R2 B,Að Þþ1

VB ¼ Rw 1,2ð Þ
Rw 1,2ð Þþ1

*
1

R1 A,Bð Þþ1
þ 1
Rw 1,2ð Þþ1

*
R2 B,Að Þ

R2 B,Að Þþ1

2.2 | Model AHP, ideal mode (A2)

Another aggregation model in the AHP context is the ideal mode

that was constructed in order to prevent rank reversal (see

e.g., Saaty, 1999), that is, the change in preference order that may

occur for example after addition of a duplicate alternative

(Belton & Gear, 1983). The input required from the decision maker

is the same in AHP:s distributive and ideal modes, but the normali-

zations in the calculations of priorities differ. AHP:s ideal mode (our

model A2), is similar to AHP:s distributed mode (our model A1), in

all except the normalization step. To overcome problems with rank

reversal, the ideal mode uses normalization with respect to the

largest element, instead of with respect to the average. An example

of the ideal mode of AHP with proportions R1 A,Bð Þ¼2, R2 B,Að Þ¼5

and Rw 1,2ð Þ¼3 as input follows.

Comparison of criteria

Criterion 1 Criterion 2
Normalized
priorities

Criterion 1 1 3 (largest) 3
3¼ 1¼w1

Criterion 2 1
3 1 1

3¼w2
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Comparison of alternatives with respect to criterion 1

Alternative A Alternative B
Normalized
priorities

Alternative A 1 2 (largest) 2
2¼1¼ vA1

Alternative B 1
2 1 1

2¼ vB1

Comparison of alternatives with respect to criterion 2

Alternative A Alternative B
Normalized
priorities

Alternative A 1 1
5

1
5¼ vA2

Alternative B 5 1 (largest) 1¼ vB2

As with model A1, to calculate the total values of alternatives, VA

and VB, the normalized priorities are used as weight coefficients and

values of alternatives with respect to each criterion.

VA ¼w1 �vA1þw2 �vA2 ¼1 �1þ1
3
�1
5
¼16
15

VB ¼w1 �vB1þw2 �vB2 ¼1 �1
2
þ1
3
�1¼5

6

Normalized values:

VA ¼
16
15

16
15þ 5

6

¼0:561

VB ¼
5
6

16
15þ 5

6

¼0:439

Since VA >VB, alternative A is the best one according to model A2.

It is also possible to express VA and VB, in the following way:

If

R1 A,Bð Þ>1,R2 B,Að Þ>1andRw 1,2ð Þ>1

then

VA ¼1þ 1
Rw 1,2ð Þ*R2 B,Að Þ

VB ¼ 1
R1 A,Bð Þþ

1
Rw 1,2ð Þ

2.3 | Model of multiplication and addition

Model MA is based on the idea that the value Vi of an alternative i is

the sum of two products of ratios and has similarities with model A2.

The difference is that normalization is made with respect to the

smallest element.

An example of MA with proportions R1 A,Bð Þ¼2, R2 B,Að Þ¼5

and Rw 1,2ð Þ¼3 as input follows. In the tables below, the smallest

elements in column 2 is used for normalization and is assigned a

value 1 (in model A2 it is the largest element that is assigned

the value 1).

Comparison of criteria

Criterion 1 Criterion 2 Weight

Criterion 1 1 3 3¼w1

Criterion 2 1
3 1 (smallest) 1¼w2

Comparison of alternatives with respect to criterion 1

Alternative A Alternative B Value

Alternative A 1 2 2¼ vA1

Alternative B 1
2 1 (smallest) 1¼ vB1

Comparison of alternatives with respect to criterion 2

Alternative A Alternative B Value

Alternative A 1 1
5 (smallest) 1=5

1=5¼1¼ vA2

Alternative B 5 1 1
1=5¼5¼ vB2

The weights and values for each alternative with respect to

each criterion are used to calculate the total values of

alternatives.

VA ¼w1 �vA1þw2 �vA2 ¼3 �2þ1 �1¼7

VB ¼w1 �vB1þw2 �vB2 ¼3 �1þ1 �5¼8

Normalized values:

VA ¼ 7
7þ8

¼0:467

VB ¼ 8
7þ8

¼0:533

Since VA <VB , alternative B is the best one according to model MA.

We observed model MA in pilot studies and in the study reported

here. For example, a hand-written note from a participant could reveal

that calculations were made as

VA ¼3 �2þ1¼7

and

VB ¼3þ5¼8

when proportions R1 A,Bð Þ¼2, R2 B,Að Þ¼5 and Rw 1,2ð Þ¼3 were used

as input.

2.4 | Model of simple multiplication

We observed model SM in pilot studies and in the study reported

here. For example, a hand-written note from a participant could reveal

that when
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R1 A,Bð Þ¼2,R2 B,Að Þ¼5andRw 1,2ð Þ¼3,

calculations were made as

VA ¼3 �2¼6andVB ¼5:

The calculations in model SM can be expressed as

Vi ¼Rw X,Yð Þ *RX N,Mð ÞwhenRw X,Yð Þ>1

and otherwise

Vi ¼RX N,Mð Þ

Note that the value Vi assigned to alternative i is based on only one

aspect. If we assume that the model implicitly sets Rw Y,Xð Þ to 1 when

Rw X,Yð Þ>1 the total values of the alternatives, that is, VA and VB, are

calculated in the following way:

VA ¼Rw 1,2ð Þ *R1 A,Bð Þ

VB ¼Rw 2,1ð Þ*R2 B,Að Þ:
When R1 A,Bð Þ¼2, R2 B,Að Þ¼5 and Rw 1,2ð Þ¼3, as above, the calcula-

tions give that VA ¼6 and VB ¼5 (normalized values VA ¼0:545 and

VB ¼0:455) and thus alternative A is the best one according to

model SM.

2.5 | Lexicographic model (Lex)

The lexicographic model (Lex) is based on the concept of lexicographic

order (see, e.g., Fishburn, 1974, Roy & Mousseau, 1996). According to

model Lex the alternative that is the best one with respect to the cri-

terion that is stated to be the most important criterion is also totally

the best alternative.

The following comparisons can be used to determine if alternative A

or B is the best alternative according to Lex, or if they are equally good.

If

Rw 1,2ð Þ>1andR1 A,Bð Þ>1

then alternative A is better than B.

If

Rw 1,2ð Þ>1andR1 B,Að Þ>1

then alternative B is better than A.

When R1 A,Bð Þ¼2, R2 A,Bð Þ¼5 and Rw 1,2ð Þ¼3, alternative A is

the best one according to model Lex since Rw 1,2ð Þ>1
and R1 A,Bð Þ>1.

If Rw 1,2ð Þ¼1, there are different possibilities how to perform

the judgment of which of alternatives A and B is the better one. One

way to do is to use information about R1 X,Yð Þ and R2 Y,Xð Þ if

Rw 1,2ð Þ¼1. If R1 X,Yð Þ>R2 Y,Xð Þ then the alternative X is the best

one. Another way is a single-step, or strict, lexicographic model.

According to this sub-model of Lex the alternatives are equally good if

Rw 1,2ð Þ¼1, irrespective how they compare with respect to the

criteria.

3 | EXPERIMENT

3.1 | Participants

A total of 30 participants (mean age = 27 years, s.d. = 10; 43% women)

were recruited at a Swedish university and participated under informed

consent, receiving a small honorarium. Written and oral instructions were

given in Swedish, and all participants were fluent in Swedish. The educa-

tional backgrounds reported by the participants were diverse. About

50% of the participants were students at the university at the time of

participating in the experiment. The experimental session lasted between

30 and 120 min, depending on participant. Two of the participants'

answers were excluded because of incomplete data.

3.2 | Procedure and materials

The experiment contained five parts, see Table 1. The first part of

the experiment was the first aggregation block containing eight

questions. The questions in the block were the same for all partici-

pants, but the order was randomized. The second part, the second

aggregation block, contained 11 questions and half of the partici-

pants received the first seven questions in a sequence (from now

on referred to as the sequence condition). The four last questions

were not a part of the sequence. The other group answered the

same questions, but the order of the questions was randomized

across the second and third aggregation block, parts 2 and 5 in

Table 1, respectively (from now on referred to as the randomized

condition). The third part was the Berlin numeracy test (BNT) by

Cokely et al. (2012) and the 4-item paper-and-pencil version was

used, although the questions were presented on a computer

screen. We used the Swedish translation of the BNT-test validated

by Lindskog et al. (2015). After the BNT-test, the participants per-

formed the fourth part that was the size-comparison span task

(SIC-span) to estimate their working memory capacity (WMC)

(Sörqvist et al., 2010). The fifth part consisted of the third aggrega-

tion block with seven questions of the same type as in the first two

aggregation blocks.

The participants answered the questions in the experiment

using paper and pen in some blocks and using a computer in other

blocks (Table 1). Each question about importance of criteria and

goodness of alternatives was presented on a separate sheet of

paper and the participants were encouraged to write down notes

and comments. Further, after each of the three aggregation blocks,

the participants were asked to describe in writing the approach

they had used to answer the questions.

3.3 | Tasks

The participants answered the questions of which of two alternatives,

A or B, is the best one or if they are equally good, given the informa-

tion about the alternatives and two criteria, 1 and 2.
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For example, if we have

R1 A,Bð Þ¼2

R2 B,Að Þ¼5

Rw 1,2ð Þ¼3

the following information and questions were given to the

participants:

Suppose that there are two alternatives (A and B) which differ

from each other with respect to two criteria (1 and 2). There are no

other differences between the alternatives.

A is twice as good as B with respect to criterion 1.

B is five times better than A with respect to criterion 2.

Criterion 1 is three times more important than criterion 2.

Is one of the alternatives A and B overall best, and if so, which

one? Or are they equally good?

However, criterion 1 was not always presented as more impor-

tant than criterion 2 to obtain variation in the questions. In cases

where Rw 2,1ð Þ> 1 instead of Rw 1,2ð Þ>1, the rest of the input was

changed in a way that the questions always had the same structure.

The corresponding reversed question is:

Suppose that there are two alternatives (A and B) which differ

from each other with respect to two criteria (1 and 2). There are no

other differences between the alternatives.

A is five times better than B with respect to criterion 2.

B is twice as good as A with respect to criterion 1.

Criterion 2 is three times more important than criterion 1.

Is one of the alternatives A and B overall best, and if so, which

one? Or are they equally good?

and thus,

R1 B,Að Þ¼5, R2 A,Bð Þ¼2, Rw 2,1ð Þ¼3:

We have assumed that participants interpret ‘five times better’ and
‘five times as good as’ (in Swedish) as synonyms. It is possible that,

in some languages, ‘five times better’ could be interpreted as ‘six
times as good as’. However, this interpretation is not plausible in

Swedish and it is unlikely that questions like ‘x times better’ in this

study were interpreted as ‘x+1 times as good as’. When we ana-

lyzed the data to check this, we did not find any support for the lat-

ter interpretation.

Most of the questions were constructed to be used in the identifica-

tion of which model the participant used. These questions are called main

questions (see Table 2). Some of themain questions formed a sequence to

test serial consequence. In addition, two kinds of control questions were

used: control questions with a correct answer due to dominance and

consistency questions thatwere duplicate questions in the experiment.

3.3.1 | Sequences

If statements having a structure as in section 3.3 are presented to a

person, it is reasonable that he or she agrees with the following,

irrespective how he or she aggregates the input data:

If the participant finds that A is better than B when

R1 A,Bð Þ¼ r, r >1,

R2 B,Að Þ¼ s,s >1,

Rw 1,2ð Þ¼ t,t≥1,

then [s]he also finds A to be the best alternative in all cases when

R1 A,Bð Þ is increased but R2 B,Að Þ and Rw 1,2ð Þ are not changed, that is,

when R1 A,Bð Þ> r, R2 B,Að Þ¼ s, and Rw 1,2ð Þ¼ t. This follows from tran-

sitivity: If A is better than B and A' is an improvement of A it follows

that A' is better than B. The person finds A to be the best alternative

also in the cases when R2 B,Að Þ is decreased below s, but R1 A,Bð Þ and
Rw 1,2ð Þ are not changed. Further, the person finds A to be the best

alternative if Rw 1,2ð Þ is increased above t, but R1 A,Bð Þ and R2 B,Að Þ
are unchanged. If a person follows these principles, his or her

approach can be called serial consequent.

TABLE 1 A summary of all parts in the experiment

Part Type of tasks Questions Answer mode

Part 1 Aggregation block 1 8 questions Pen and paper

Part 2 Aggregation block 2 11 questions Pen and paper

Part 3 Berlin numeracy test 4 questions Computer

Part 4 Size-comparison span task 10 tasks Computer

Part 5 Aggregation block 3 7 questions Pen and paper

TABLE 2 Summary of type of aggregation questions

Type of
aggregation

question Description

Main questions For identification of a possible model

Serial questions For identifications of serial consequence, a part

of the main questions

Consistency

questions

Duplicate questions for identification of

consistency, a part of the main questions

Control questions The only questions with a correct answer
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Serial consequence thus means that a participant changes from

alternative X to Y being the best one at some specific step, or not at

all, in a sequence where one of the input ratios is incremented or

decremented but the other two are held constant, without changing

back later in the same sequence. In the sequence used in the experi-

ment, alternative A is the best one for all participants in the beginning

of the sequence. During the sequence, the change from alternative A

to B as the best alternative occurs at different steps depending on the

aggregation model used.

The sequence of tasks used in the experiment had R1 A,Bð Þ and

Rw 1,2ð Þ held constant, while R2 B,Að Þ was changed between tasks:

R1 A,Bð Þ¼2,

R2 B,Að Þ was changed stepwise from 3 to 9, and

Rw 1,2ð Þ¼3:

The participants answered these serial questions either in order in

one block (sequence condition) or mixed along two blocks (randomized

condition). With model SM, the switch from A to B occurs at step

5 and with model MA it occurs at step 3. With models A1, A2, and

Lex the switch does not occur, that is, alternative A is the best alterna-

tive through the whole sequence.

3.3.2 | Consistency questions

Some of the questions were repeated in another block of the experi-

ment in order to see if the participants answered in a consistent way.

As an example, we expected that if a participant early in the experi-

ment session had answered that A is better than B for R1 A,Bð Þ¼ x,

R2 B,Að Þ¼ y and Rw 1,2ð Þ¼ z [s]he would give the same answer to the

same set of statements later in the session. Further, some of these

consistency questions were reversed as explained above.

3.3.3 | Control questions with dominance

In the test script, we have inserted control questions with a correct

answer, for example, tasks where alternative B is better than A with

respect to criterion 2 and equally good with respect to criterion 1. In

such tasks, astute participants should realize that alternative B domi-

nates alternative A. Alternative B should be chosen irrespective of the

model used by the participant. Thus, these questions were of the form

Ri A,Bð Þ¼1 and Rj B,Að Þ>1. In these cases, it is obvious that alterna-

tive B is better than A because it is better with respect to the criterion

j and the alternatives are equally good with respect to the criterion i.

Alternative B should be chosen one irrespective of the values of

Rj B,Að Þ and Rw 1,2ð Þ. Participants answering control questions cor-

rectly presumable understand the questions of the experiment better,

or are more alert, than participants not answering the control ques-

tions correctly. An example of a control question:

Suppose that there are two alternatives (A and B).

When it comes to criterion 1, A and B are equally good.

When it comes to criterion 2, B is three times better than A.

There are no other differences between the alternatives.

Further, criterion 1 is 5 times more important than the criterion 2.

Is one of the alternatives A and B overall best, and if so, which

one? Or are they equally good?

In the experiment, we had three such control questions with a

correct answer.

3.4 | Data analysis

In most cases, three sources could be used for assessing which

aggregation model each participant used, if any. First, we compared

the participant's answers (A is best, B is best or A and B are equally

good) to the answers according to possible models we had con-

structed before the experiment. Because there were only three

possible answers, a specific answer could be possible according to

several models when looking at a single task, but taking all tasks

together, the different models could be assessed. Second, we ana-

lyzed the explaining notes and comments the participant had writ-

ten during the experiment. For some participants, these written

explanations were detailed, clearly showing the use of one of the

models. On the other hand, in some cases, there were very few

written explanations, and in all those cases, the participant did not

follow any clear model. Third, we checked at which step the partici-

pant switched from alternative A to B being the best one when it

comes to serial questions (both sequence condition and random-

ized condition).

Two of the authors assessed the models independently. In all

cases except one, the same main model was identified. After a discus-

sion and re-analysis of data both evaluators agreed on the model clas-

sification for all participants.

Control questions with R1 A,Bð Þ¼1 (or R2 B,Að Þ¼1) were ana-

lyzed separately. They were excluded from the model interpretation

because in these cases it is obvious which the correct answer is, but

mechanically following a model could in some cases lead to a wrong

answer.

4 | RESULTS

4.1 | Models

Of the 28 participants, 16 were classified as using one of the pre-

constructed models, simple multiplication (SM), multiplication and

addition (MA) or the lexicographic model (Lex) and 12 participants

did not seem to use any clear model systematically (U - unclear),

although half of them showed some attempts to use SM or Lex (U*

- unclear*). Generally, it is difficult to discover a model or models

only from the participant's answers (A is better, B is better, A and B

are equally good) to the tasks. Because of that, the basis for model
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assessment was not only comparisons of the answers to the pre-

constructed models but also answer notes and block notes and the

step when best alternative was changed in a sequence (see details

in Appendix A). In the answer sheet notes we did not find evidence

for any participant using a model we had not thought of in advance.

Due to the participants' notes on the answer sheets, we have

assigned three participants to sub-models of the main models. The

distribution of the participants over the different models is pres-

ented in Table 3.

Most of the participants answered consistently to the serial ques-

tions, irrespective of if they belonged to the sequence condition or

randomized condition (Table 4).

As can be seen in Table 4, the answers to the serial questions

were not affected by the order of the questions (Fischer's exact test,

p = 0.58). None of the three participants who did not show serial con-

sequence in their answers used a clear model.

4.2 | Numeracy and working memory capacity

The results of the numeracy (BNT) and working memory capacity

(WMC) tests are summarized in Table 5.

The participants (n = 28) performed the Berlin numeracy test

(BNT) (Cokely et al., 2012) in a non-adaptive format, that is, the partic-

ipants answered all four BNT questions. The Berlin Numeracy test has

been shown to give less skewed results than other numeracy scales,

and respondents are fairly evenly distributed across the range of

scores for large samples (Cokely et al., 2012). Further, the Berlin

numeracy test has been validated for Swedish populations (Lindskog

et al., 2015), and we have used the same questions in Swedish as in

that validation.

In our small sample of respondents, the distribution is strongly

skew, with half the participants failing to give a correct answer to any

of the four BNT questions (Table 6).

When the BNT data are analyzed according to the adaptive

scheme suggested by (Cokely et al., 2012), the results are qualitatively

similar to that of a USA web panel (Amazon M-Turk), with approxi-

mately half the respondents ending up in the group of lowest numer-

acy (Cokely et al., 2012).

The respondents who used a clear model scored higher on the

numeracy test (median = 2, mean = 1.5) than those who did not use a

clear model (median = 0, mean = 0.5). A Cochran-Armitage test with

model use as a nominal factor and the number of correct answers on

the BNT test as an ordinal factor showed a statistically significant

trend of increasing model use with increasing numeracy (p = 0.017).

Although the sample is small, the experiment shows that respondents

with higher numeracy use a model to a larger extent than respondents

with lower numeracy.

The participants (n = 27) completed SIC-span test (Sörqvist

et al., 2010) of working memory capacity (mean = 20.48, s.d. = 9.10,

range = 1–38). These results are similar to what have previously been

reported (Sörqvist et al., 2010; Sörqvist & Rönnberg, 2012).

The participants for which we could identify a model had higher

working memory capacity (mean = 23.3, s.d. = 6.7, n = 15) than those

who did not seem to use a model (mean = 17.0, s.d. = 10.7, n = 12),

but the difference is not statistically significant (point-biserial

r = 0.35, t[25] = 1.86, p = 0.074).
TABLE 3 Number of participants identified to use a model or
unclear model with some (U*) or no (U) attempts to use a model

Model SM MA Lex U* U

n 9 3 4 6 6

TABLE 4 Answers to testing serial consequence in sequence and
randomized condition

Serial
consequence

No serial
consequence

Sequence condition 14 1

Randomized condition 11 2

TABLE 5 Mean, s.d., minimum and maximum values of BNT* and WMC** tests

BNT WMC

Mean s.d. Min Max Mean s.d. Min Max

Participants using a clear model 1.5 1.2 0 3 23.3 6.7 10 36

Participants not using a clear model 0.5 0.8 0 2 17.0 10.7 1 38

Total 1.1 1.1 0 3 20.5 9.1 1 38

Note: * n = 28, ** n = 27.

TABLE 6 Number of correct answers in BNT

Number of correct answers 0 1 2 3 4

Number of participants 13 3 9 3 0

TABLE 7 Participants' results in control questions

All correct One or several wrong answers

Clear model 12 4

Not clear model 4 8
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4.3 | Control questions

In the experiment, we had three control questions with a correct

answer (one participant answered two of them; the other participants

answered all of them). 16 participants answered all control questions

correctly, and a larger proportion of those participants who used a

clear model answered all control questions correctly compared to par-

ticipants who did not use a clear model (see Table 7).

According to Fischer's exact test (p = 0.034, one-sided) there is a

statistically significant difference between the groups. The respon-

dents who answered the control questions correctly also to a higher

degree used identifiable models.

The median value of BNT for those who did not make any errors

in control questions was 2 (n = 16) and for those who did at least one

error was 0 (n = 12). Participants with higher numeracy gave correct

answers to the control questions significantly more often than those

who had lower numeracy (Cochran-Armitage's test, p = 0.0064).

4.4 | Gender

No differences were found between male and female participants in

the extent to which they used models (Fischer's exact test, p = 1), nor

with respect to working memory capacity (Welch's test, p = 0.61) or

numeracy (Cochran-Armitage's test, p = 0.32).

5 | DISCUSSION

In this experiment, the focus is on possible models for value aggrega-

tion of the input statements, that is, importance of criteria and good-

ness of alternatives, without an influence of participants own

preferences. Thus, the participants were not asked to make their own

judgments about specific criteria and alternatives but the input state-

ments for the aggregation tasks concerned abstract decision prob-

lems. The reason for using abstract decision problem was to

investigate if and, in that case, how people aggregate the input state-

ments that have the same structure as inputs to some decision sup-

port tools. Thus, the study differs from other studies focusing on

different perspectives of importance of criteria, elicitation of weight

coefficients and related questions, such as the range sensitivity

(Beattie & Baron, 1991; Stewart & Ely, 1984), global and local inter-

pretation of weight (Goldstein, 1990; Van Ittersum & Pennings, 2012),

elicitation of weight coefficients (Pöyhönen & Hämäläinen, 2001) or

connecting the judgments of importance of criteria to weights and

impact (with different definitions of impact) as Pajala et al. (2019). Our

approach is descriptive, and we wanted to find out how people under-

stand the importance of criteria and goodness of alternatives. This

kind of questions are asked in AHP and as Belton and Stewart (2002)

point out, it is not clear what importance of criteria in the AHP con-

text mean. Both AHP and multiple attribute value/utility theory

(MAVT/MAUT) use additive aggregation but while AHP is based on

ratio scales and uses importance of criteria for calculation of priorities,

MAVT and MAUT apply scale factors that are based on range differ-

ences. In addition to AHP and MAVT/MAUT, outranking methods use

another meaning for importance of criteria, which can be seen to cor-

respond to a ‘voting strength’ (Belton & Stewart, 2002).

A limitation with the current study is that the aggregation task

presented to the participants in the experiment is small, with only two

criteria and two alternatives. This choice was made in order to make

each task reasonably easy to overview, comprising only three state-

ments with relative importance or goodness as inputs to the value

aggregation. If the task size is increased to, for example, three criteria

and three alternatives, there would be 12 pairwise comparisons as

input. In general, with m criteria and n alternatives, the number of

pairwise comparisons is m(m-1)/2 + mn(n-1)/2. We believe that using

these small aggregation tasks is a relevant way to study how people

make use of statements of relative importance of criteria and relative

goodness of alternatives, that is, if they use systematic models or not,

and if people's tendency to find a model depends on their cognitive

abilities. In further studies, more complex aggregation tasks could be

used. Another limitation is the relatively low number of participants in

the study. If the number of participants was higher, it is possible that

other models could have been found, beyond the three main models

observed in this study.

All participants used the input statements provided to make a

judgment of which of the alternatives is the best one, regardless if

they clearly used a model or not. This willingness of the participants

to perform the aggregations is in line with earlier observations about

people accepting the concept of importance of criteria without a con-

nection to criteria levels (e.g., Keeney, 1992). In our study, this applied

regardless of participants' numeracy skills. Even those few participants

who presented two different models (and used mainly one of them in

aggregation tasks) did not comment that there may be problems

because the input can be aggregated in several ways. This may partly

depend on the experimental situation and the participants' expecta-

tions that there is a correct way to answer the questions. However,

the participants were encouraged to make notes both on each answer

sheet and after each of three aggregation blocks. One reason for this

was to give them an opportunity to be critical. Interestingly, one of

the participants wrote an interesting comment “All answers can be

correct. It is a question of definition.” This person also wrote about

feelings in the answer notes and did not use any clear model to aggre-

gate the input.

More than half of the participants applied a clear model to aggre-

gate the input statements. Those participants scored higher in numer-

acy than those who did not apply a clear model. Numeracy seems

thus to be a strong indicator towards the ability to find and apply a

clear model for the aggregation task, indicated by the statistically sig-

nificant effects in this study, even though the number of participants

was low. Perhaps those with higher numeracy are more capable of

constructing and using quantitative models. Previous studies have

shown that people with high numeracy are more coherent in their

probability judgments in comparison to those with lower numeracy

(Winman et al., 2014). People with lower working memory capacity

have been observed to have more difficulties to focus on relevant
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information and to make more errors in tasks concerning syllogistic

reasoning, categorical thinking, and gambling (Fletcher et al., 2011).

The participants who used a clear model in our study had a higher

working memory capacity (mean = 23.3, s.d. = 6.7) than the group

who did not use a clear model (mean = 17.0, s.d. = 10.7), however,

this difference was not significant. Whether this trend is statistically

significant could be investigated in a future study with a higher num-

ber of participants or another experimental design.

The identified models show three different ways how people

without training in decision analysis interpret the tasks and make

aggregations. In two of the models, SM (simple multiplication) and MA

(multiplication and addition), the participants use all input statements

to make a comparison between the alternatives. The third model, Lex

(Lexicographic model), focuses on the criterion that is stated to be the

most important one (Lexicographic aggregation in Roy and Mous-

seau (1996)) and this model does not include any calculations. The

fact that participants used different models is reasonable because

there are no generally accepted theoretical foundations for how the

aggregation should be done in the tasks used in the experiment. Still,

similar questions are asked as a part of an aggregation process for

example in the context of public procurement (e.g., EU, 2014) and as

input in decision support tools (for example Saaty, 2010). As

Keeney (1992) emphasizes, it is necessary to look at criteria levels in

order to discuss importance questions in a specific decision problem

context. Part of the problem is that it is possible to unambiguously

clarify what three times longer means but it is not clear what three

times as good as actually means, and for example, Belton &

Stewart, 2002, (p. 114–115) question the general use of ratio state-

ments to elicit or even approximate weight parameters.

Even if a decision support system was not used in this experi-

ment, the results illustrate the importance of very clearly explaining

the required input to the users of decision support systems. In that

way these descriptive results have relevance for prescriptive pur-

poses. A problem of using importance of criteria and goodness of

alternatives is that the statements can be aggregated in many differ-

ent ways. For example, in the context of AHP, two different aggrega-

tion modes have been used, the original one, that is, the distributive

mode, and the one to prevent rank reversal phenomenon, that is, the

ideal mode (Saaty, 2010). In addition, different scales have been

suggested for the AHP method, for example geometric, logarithmic

and balanced (for a review, see Ishizaka & Labib, 2011). To use addi-

tive aggregation that is based on value differences and applies weight

coefficients as scale factors, as in the context of MAVT/MAUT, is not

unproblematic either. Even if it is possible to explain what range dif-

ferences are, it is not necessarily easy to work with them correctly.

For example, if ranges are changed people may not change the weight

coefficients enough which is known as range insensitivity

(Montibeller & von Winterfeldt, 2015). How large the range insensitiv-

ity is, depends on the method used for weight elicitation

(Fischer, 1995; von Nitzsch & Weber, 1993). Regardless of which

aggregation model that is used, the basis of it should be explained to

the users so that it is clear for them what kind of input is required and

how the input is used in the model of the tool.

According to what we could infer, none of the participants used

the input in one of the ways aggregation is performed in the AHP (our

models A1 and A2) which indicates that the aggregation models used

in the AHP may not be intuitive. If they would be intuitive then we

expect that at least a few of the participants would have used them in

their aggregation. However, model MA (multiplication and addition,

used by 4 participants) could be used as another way to make an

AHP-kind of aggregation, having similarities with model A2. In AHP

model A2, normalization is made with respect to the largest element

in each priority vector (see Section 2.2). In model MA normalization is

instead made with respect to the smallest element (see Section 2.3).

In the notes made by the participants we saw no signs of calculations

using a matrix as in Section 2.3 but they used calculations applying

the input values directly, in a way that is consistent

with VX ¼w1 �vX1þw2 �vX2.
For example, when Rw 1,2ð Þ>1, R1 A,Bð Þ>1 and R2 B,Að Þ>1
w1 ¼Rw 1,2ð Þ and w2 ¼1 (the smallest element),

vA1 ¼R1 A,Bð Þ and vB1 ¼1 (the smallest element), and

vA2 ¼1 (the smallest element) and vB2 ¼R2 B,Að Þ
leads to

VA ¼Rw 1,2ð Þ *R1 A,Bð Þþ1

VB ¼Rw 1,2ð ÞþR2 B,Að Þ:

See an example in Section 2.3.

We could see that four of participants in the study performed cal-

culations of VA and VB in this way, in accordance with model

MA. However, from this we do not infer that they thought a kind of

normalization was involved in their calculations.

As stated by Choo et al. (1999), ratio scales are assumed in AHP

whereas multiattribute value function models use interval scales. The

statements of importance of criteria and the goodness of the alterna-

tives, used in the current experiment, require the use of ratio scales.

As exemplified above, model MA uses the importance of criteria in a

way that reminds of AHP:s ideal mode (our model A2). Models SM

and MA use importance of criteria as the basis for weight coefficients,

even if it is unclear if participants in the experiment thought about it

explicitly. However, the use of importance of criteria differs between

models SM and MA. Model MA applies an additive aggregation,

belonging to the basic group weighted sum in the classification by

Roy and Mousseau (1996). Model SM, the most commonly used

model in our experiment (used by 9 participants, Table 3), incorpo-

rates another interpretation of importance of criteria. The input state-

ments include information of criteria and alternatives on ratio scale,

that is, Ri X,Yð Þ¼ r. Then, Ri Y ,Xð Þ¼ 1
r . For example, if a distance X is

three times as long as another distance Y, then distance Y is 1
3 as long

as X. Similarly, if alternative A is three times as good as B with respect

to criterion 1, it would follow that alternative B is 1
3 times as good as A

respect to criterion 1. According to model SM, if Rw 1,2ð Þ¼ r, r ≥ 1, it

follows that Rw 2,1ð Þ¼1, i.e. Rw is not used as a ratio because

Rw 2,1ð Þ≠ 1
r . Further, according to model SM the value of an alterna-

tive is based on one of the criteria, either with or without a
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multiplication with the importance of that criterion (see details in Sec-

tion 2.4). A value aggregation based on both criteria is thus not a part

of this model. It is possible that some participants with high numeracy

find a model that seems reasonable and use it without realizing that

there are ways to aggregate the input statements using both criteria

for each alternative.

For each of models SM, MA, and Lex we observed modified ver-

sions. The sub-model SM-m (modified) includes use of a threshold

value. One participant explicitly explained that when the difference

between the goodness of A and B is low, the alternatives are judged

to be equally good. The sub-model Lex-m (modified) is a single-step

lexicographic model. This means that only the criterion that is stated

to be the most important matters. If the alternatives are equally good

with respect to that criterion, they are also equally good in total,

irrespective how they compare with respect to other criteria. It is pos-

sible to apply the sub-models SM-m and Lex-m unambiguously, if for

sub-model SM, a threshold value is defined. On the other hand, a sub-

model MA-g (gut feeling) is based on personal valuations and cannot

be expressed explicitly, or at least it is difficult to do it. The participant

who used model MA-g sometimes calculated the result using model

MA but answered something else than the calculated result

suggested. In some questions the participant commented that the

answer was based on a gut feeling about spreading a risk or thoughts

about what might be morally right to do.

The observed high level of serial consequence irrespective if par-

ticipants belonged to the sequence condition or the randomized con-

dition indicates that the participants had an idea of the kind of

rationality serial consequence means, that is, that a change of alterna-

tive A or B being the best alternative occurs in one step in a series

where two of R1, R2, and Rw are kept constant and one is changed.

High level of serial consequence also indicates that the participants

concentrated on the tasks properly. Only three of the participants did

not show serial consequence, and none of them used a clear model in

the aggregation tasks. In the series used in our study, R1 A,Bð Þ and

Rw 1,2ð Þ were kept constant and R2 B,Að Þ was increased. It is plausible

that most of the participants in the sequence condition, who

answered the questions in one block in order with increase of R2 B,Að Þ
from 3 to 9, realized that it is reasonable that a change of alternative

A to B being the best alternative occurs in one step, or not at all when

model Lex was applied (see Appendix A). For participants in the ran-

domized condition, the situation was different, and it is unlikely that

the participants that received the sequence tasks randomized over

several blocks remembered exactly what questions they had received

previously, or their own answers. This gives support to an interpreta-

tion that serial consequence follows the models that were used by the

participants.

Two kinds of control questions were used: duplicate questions and

questions with correct answers. That participants gave the same answers

on the duplicate questions in different blocks strengthened the identifica-

tion of a certain model. In addition, the same answers on these questions

indicate that participants used similar way to aggregate the input state-

ments between blocks, that they concentrated during the experiment and

that the answers were not produced randomly. In a few cases, the partici-

pants did not answer in the same way on one of the duplicate questions

even if they used a clear model. In these cases, there were notes that

supported the identification of a model strongly, and serial consequence

applied. To correctly answer the control questions with correct answers a

participant needs to realize that this particular question contains informa-

tion that most of the other questions do not. The results from the current

study suggest that higher numeracy might play a role in realizing what the

questionswith correct answersmean. This is supported by the finding that

participants with higher numeracy more often answered correctly to the

control questions than those who had lower numeracy. Using other type

of questions, Weissman et al. (2018) found a correlation between correct

answers and numeracy in a study of participants' interpretation of statisti-

cal concepts describing performance of predictionmodels.

Even if there are problems with the concept of importance of

criteria in a single aggregation, statements of weights could be used in

communication in a decision making process, for example when two

or several aggregations are compared. If this communication is going

to work well, the concept of weight should be understood in a similar

way by the persons involved in the process. Odelstad (1990) shows

that it is unrealistic to use importance of criteria in a single aggrega-

tion, but that it is meaningful to talk of importance of criteria when

two different aggregations are compared.

6 | CONCLUSIONS

This explorative study investigated how people aggregate input state-

ments of relative importance of criteria and input statements of relative

goodness (performance) of alternatives with respect to criteria into a judg-

ment of which alternative is best. The statements remind of statements

that are used in different contexts, including decision support tools such

as AHP, the analytic hierarchy process. Further, the study investigated if

participants used a clear model for aggregation, and if the use of a model

differed with levels of the participants' cognitive abilities numeracy and

working memory capacity. Thus the study, an exploratory laboratory

experiment, has a descriptive approach. The results show that people are

willing to solve simple aggregation tasks with only statements about

importance of criteria and goodness of alternatives as input, which is in line

with for example Keeney (1992) and Belton and Stewart (2002). Three

clearly differentmodels, and a few sub-models, were applied by the partic-

ipants. In the most commonly used model, SM (simple multiplication), the

inputs of importance of criteria were not used as ratios. None of the

models identifiedwere one of the AHPmodes, but one of themodels,MA

(multiplication and addition), had similarities with one of the AHP modes.

Participants who scored higher in numeracy to a significantly greater

extent applied a clear model compared to those who scored lower in

numeracy. The facts that it is possible to aggregate the input statements in

many ways and that it is not clear how users understand the underlying

model makes it problematic to use these kinds of statements as input in a

decision support system without clear guidelines of how the input should

be given and how it is used in the model of the tool. The results of this
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study show, even if the number of participants was relatively low, that

people have different ideas about how to aggregate statements about

goodness of alternatives and importance of criteria. We argue that it is

important for the analyst working prescriptively, to take this into account

when working with decision makers or constructing decision support

tools. In further studies, more complex aggregation tasks could be used

with a larger number of participants.
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APPENDIX A

Basis for model assignments

Basis for model assignments and some specific notes in the table

below. Columns:

(2) Model identified. The main models are SM (simple multiplica-

tion), Lex (Lexicographic model), MA (multiplication and addition) and

U (Unclear, i.e., with no clear model). The sub-models are SM-m (SM-

modified), MA-g (MA-gut feeling), and Lex-m (Lex-modified). Half of

those who did not use a clear model showed attempts to partly use

SM or MA and are classified as U-SM or U-MA, respectively.

(3) For participants with number 1–22 column (3) shows the num-

ber of answers according to the model in column 2, that is, SM, MA,

or Lex. For participants 23–28 column (3) shows the highest number

of answers according to any of the models in the analysis, although

this model was not assigned as a clear model to this participant in the

assessment. The total number of answers was 23 in most cases. If the

total number of answers differs from 23 it is shown in a denominator.

(4) Judgments of two of the authors about how strong support, if

any, the answers to the aggregation main questions give to the identi-

fied model (SM, MA, Lex, and subgroups): s – strong, m – medium,

w – weak.

(5) Column 5 shows when a participant changed from assessing A

as being the best alternative to B. For example, according to model

SM, this change occurs when R2 B,Að Þ¼5. Those using Lex are marked

by A because they never changed the alternative to be the best one

from A to B, in accordance with model Lex. Three participants chan-

ged their answers back and forth between A and B, which is marked

with ‘not conseq’ in the Table.

(6) Our judgments of how strong support, if any, the block notes

give to the classification of the use of a model (SM, MA, Lex, U, and

subgroups), with s, m, and w as in column (4).

(7) Our judgments of how strong support, if any, the answer notes

give to the classification of the use of a model (SM, MA, Lex, U, and

subgroups), with s, m, and w as in column (4).

(8) Score in Berlin numeracy test.

(9) Score in the size-comparison span task (SIC-span) to estimate

working memory capacity (WMC).
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1. Nr 2. Model
3. Number of
answers

4. Model
support

5. Serie
change

6. Block
notes

7. Answer
notes

8. BNT
score

9. WMC
score

1 SM 23 s 5 s 3 10

2 SM 23 s 5 s 3 26

3 SM 23 s 5 s s 2 29

4 SM 22 s 5 q 0 18

5 SM 23 s 5 w 2 23

6 SM 23 s 5 m 3 29

7 SM 22 s 5 w m 0 22

8 SM 23 s 5 s s 2 27

9 SM-m 20/22 s 5 s 2 23

10 MA 23 s 3 s m 2 36

11 MA 22 s 3 w w 2 29

12 MA-g 19/22 m 3 m s 1 14

13 Lex 23 s A s s 2 23

14 Lex 23 s A s s 0 24

15 Lex 20 m A s 0

16 Lex-m 21/22 s A s s 0 16

17 U-SM 19 m 5 s 2 38

18 U-SM 21 m 4 s m 1 10

19 U-SM 20 m 5 w w 0 1

20 U-SM 18 m 6 m m 1 10

21 U-Lex 14 3 s 0 24

22 U-Lex 15 w 5 s s 0 5

23 U 14 4 s m 0 14

24 U 16 Not conseq, s w 2 15

25 U 18 3 m 0 18

26 U 17 Not conseq, s 0 13

27 U 8/20 Not conseq, s 0 29

28 U 21 A s s 0 27
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