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Abstract: The building sector accounts for a third of the total energy use in Sweden, and district
heating provides half of the heating needs. The peak demand loads within a district heating network
occur both regularly and irregularly and impose a burden on the energy company to fulfill the
demand, often by using more expensive and less environmentally friendly resources (e.g., fossil fuels)
instead of the waste heat from industry or biofuels. Heat storage during hours of less demand and
prior to colder periods can be used for load management and sustainable planning of energy supply,
as well as reduction of total greenhouse gas emissions. Thus, heat supply to the building can be
lowered temporarily during the peak power period to utilize the stored thermal energy within the
building thermal inertia. The use of indoor temperature decay and the delivery of heating power
to a multifamily building are studied here, and heating storage capacity and thermal inertia are
calculated. During the performed decay test, the energy supply was estimated to be reduced by 61%
for 5 h, which resulted in only a 0.3 ◦C temperature decay. Therefore, the suggested method can
shave eventual peaks in supplied heat with minimal influence on the thermal comfort.

Keywords: district heating; load management; peak shaving; thermal storage; energy signature;
thermal inertia of buildings; building time constant

1. Introduction

Climate change is one of the main concerns of the modern era, and reducing net
emissions is crucial to mitigating greenhouse gas (GHG) emissions, mainly CO2, and their
consequences. The building sector stands for approximately one third of the total energy
use worldwide [1] and 39% of the total GHG emissions [2]. The sector involves challenges
such as population growth, global warming, extreme heat and cold waves, energy transition
from fossil fuels to renewable ones, availability of primary energy sources, and related
GHG emissions. Thus, reducing the building sector energy demand is a crucial part of
energy suppliers being able to ensure a sustainable future in compliance with the United
Nations sustainability goals, which includes renewable energy and a clean environment [3].
Because of this, the environmental impacts of GHG emissions [4] shifted global attention
to the efficient use of resources and considering the primary energy use rather than final
energy use only. Moreover, policy makers in the European Commission presented climate
action and climate-protecting laws, such as the so-called European Green Deal, to mitigate
the GHG emissions by 55% by 2030 (compared to 1990 levels) and make the EU more
climate neutral by 2050 [5,6].

Buildings in Sweden account for approximately 21% of the Sweden’s greenhouse
gas emissions. Sweden has a goal for zero net emissions by 2045, and there is a great
need to reduce the energy and heat demand of buildings. Approximately 50% of the total
heating (both space heating and domestic tap water) for all types of buildings in Sweden
is supplied by district heating. The share is more than 90% for multifamily buildings. In
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Sweden, district heating (DH) is gained from the waste heat from industry, geothermal
heat, combined heat and power (CHP) plants burning biofuels, and incineration, and the
total level of GHG emission is approximately 53.7 g CO2eq/kWh [7]. However, the DH
demand is not evenly distributed, and especially during peak hours, fossil fuels might be
used to fulfill the demand of the DH networks [8].

There are more than 200 district heating companies in Sweden [9], and some weight
the tariffs for the subscribed heating power demand with penalties for customers who
exceed the subscribed power and have extra peak loads. DH load data history gives a
better understanding of the DH network and reveals the customer demand and behavior
throughout different periods including the peak hours [10]. The peak demand can be during
temporarily extreme cold weather conditions, or higher demands can be during peak hours
in the mornings and evenings, as well as some abnormal peak loads on other occasions.
There are also especially some irregular peak hours with individual larger buildings (offices
or multifamily buildings). Peak loads within a district occur both regularly and irregularly
and these also impose a burden on the energy company to supply and fulfill the demand,
and, often, more expensive resources are used which can be less environmentally friendly
(normally by using fossil fuels) in comparison to the waste heat from industry or CHP
plants which burn biofuel or incineration. In addition, it is more rewarding for building
owners to manage their energy use so that the peak demands can be avoided. Moreover,
energy suppliers can plan and manage their production in a more sustainable ways to
reduce GHG emissions. The load management and energy storage are important elements
of the modern district heating network, 4th generation, and increase its efficiency and
reliability considering more environmental resources. Lund et al., reviewed the status of
the 4th generation DH and concluded that the DH should be integrated with more energy
efficient buildings and lower the supply and return temperatures in the network [11]. In a
so-called smart thermal grid, the buildings in a DH district can also store and release energy
in the network [12]. Additionally, as the heat demand is increasing in the residential sector,
the competitiveness of DH can be increased by using a more efficient DH network [13].
In the modern DH network, the temperature in the primary distribution line is strived to
be kept at a minimum and to achieve lower return temperatures, and thus improve the
quality and efficiency of the whole network, i.e., not only improving the efficiency in the
production side but also in the demand side [14].

There are different load management methods for shaving the top heating load peaks
in district heating networks, including different thermal storage systems and based on
weather or user behavior predictions [15]. For instance, the DH supplied to the building
can be stored in the building structures (or thermal batteries such as water tanks) during
periods before upcoming cold weather, and thus the stored heat can be released and used
later, when there is larger demand for the DH supply. This will contribute to a more uniform
DH demand in the network and also increase the flexibility in the DH network through
the control of DH supply [16]. Thanks to the heat released from the building thermal mass,
lowering the district heating supply will not affect the indoor temperature dramatically,
depending on the period length of the load management. Sven Werner analyzed the daily
heat load pattern of six DH networks in Sweden and developed a model for optimizing the
heat supply for both space heating and domestic hot water. He discussed that the eventual
bias in the model can be reduced for instance by having more accurate input data [17].
Furthermore, Gadd and Werner studied the heat load variations in the DH network and
estimated the size of heat storage in order to remove the heat load variations [18]. The same
authors also categorized the heat load pattern by analyzing the hourly DH data for 141 DH
substations, including both multi-dwelling as well as commercial premises, and pointed to
the large variation in the heat load pattern between the connected buildings [19].

In addition to studies performed on detecting and analyzing the heat load patterns
and optimizing the DH distribution [17–19], data driven approaches were used to discover
the heat load patterns in DH networks. For instance, Calikus et al. presented a large-scale
automatic data-driven method for analyzing the heat load patterns and they implement the
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method for detecting the load pattern of 1222 DH-connected buildings [20]. Additionally,
Buffa et al. did a review on the control strategies for demand response and peak shaving in
a DH network focusing on low temperature DH supply. They pointed to the efficient use of
machine learning in more advanced control strategies such as predictive and multi-agent
systems [21]. The energy signature method is also studied in order to analyze and estimate
the heat load demand as well as the heat loss coefficients of the buildings. For instance,
Eriksson et al., compared the heat loss coefficient of a multi-family building both before and
after renovation using the energy signature methods, i.e., analyzing the annual delivered
DH versus the outdoor temperature [22]. Using the same method, they also estimated the
domestic hot water and the balance temperature of the building. Nordström et al. also used
the energy signature method to estimate the total U-value of six single-family buildings and
proved that effective U-values can be calculated by having a large enough indoor–outdoor
temperature difference [23]. Different demand side management control strategies of using
building structures for thermal storage, especially TABS (thermally activated buildings
systems) are also studied by Arteconi et al., and suggest high potential for using TABS in
order to shave the heat load peaks [24].

However, the efficiency of the load management method depends on the storage
capacity in the DH network. Building structures can be used as short-term storage thermal
batteries, i.e., by varying the indoor temperature; heat can be stored within the structure
and can be released in colder periods—thus, the delivered DH will be lowered at peak
hours depending on the building’s thermal inertia. Johansson et al. proposed a multi-
agent control system using the building structure for heat storage and optimization in the
production units [25]. They showed that the method can reduce or remove the peak loads
in a DH network, which increases the profits for the energy company and reduces the
GHG emissions. Building structures can be assumed as free and available thermal storages
that lead to cheaper energy storage in comparison to other active thermal and electrical
battery storages; and integrated use of energy storage within building structures is a crucial
part of the cost-effective sustainable energy systems of the future [26]. Turski and Sekret
studied the heat storage capacity of buildings and the DH network in order to mitigate
the delivered heat [27]. They showed that using the thermal storage capacity of building
structures together with the DH network can reduce up to 14.8% of the heat output, mainly
for the central space heating. The thermal capacity and heat storage of the DH network
were governed by raising the water temperature in the network, and the study confirmed
that the heat storage in building structures is more operatable and feasible in comparison
with the heat storage in the DH network itself.

The use of different thermal storage and control systems in order to increase the
flexibility of smart energy grids and district heating and cooling networks is reviewed and
studied by [18,28]. For instance, Masy et al. studied the grid flexibility using heat pumps
and heat storage in building structures for the Belgian electricity smart grids, as Belgian
residential buildings often use air to water electricity-driven heat pumps. They showed that
control strategies for the smart grid can reduce the procurement and consumer costs while
maintaining acceptable thermal comfort levels [28]. Furthermore, Glenn Reynders studied
the effect of design parameters on structural thermal energy storage for active demand
response in residential buildings [29]. He showed that the intelligent use of thermal heat
storage can shave the peak loads and, in combination with the use of heat pumps and
renewable energies sources, reduce the GHG emissions. In addition, Kensby et al. studied
the building time constant as a characteristic of the thermal inertia and short-term storage
capacity of the DH-connected buildings [30]. They used a varying building time constant
instead of a mean value and showed that heavy concrete buildings can withstand larger
variations in the delivered DH without dramatically affecting the indoor temperature and
thermal comfort. Furthermore, forecast control systems were developed to predict and
regulate the heat supply based on, e.g., the indoor–outdoor temperature, as well as the
user behavior factors. For instance, Cholewa et al., studied a forecast control system for the
space heating of a multi-family dwelling and an office building, proving more than 15 and
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24% energy savings, respectively. The studied control system had the advantage of being
installed in less than two hours, and therefore could be widely and cost effectively used
even for existing buildings [31]. There are also studies based on regression models, for
instance, Bilous et al., developed a non-linear multivariable regression (MLR) model for the
predication of the indoor temperature based on (for instance) heating load, ventilation rate,
outdoor temperature, wind speed, and solar heat gains [32]. The model was developed
based on simulations with EnergyPlus and constant coefficients were calculated for each
influencing parameter of the studied building model so the authors could present high
accuracy of such MLR models for the simulated building model.

In Sweden, the use of DH must be monitored every hour to serve as a basis for energy
bills [33]. Moreover, property owners are increasingly installing at least one temperature
sensor per apartment to trace adverse indoor thermal conditions or to prove to complaining
tenants that the indoor temperature is satisfactory. These gathered data can be used for
more purposes than those listed above. For example, the energy signature method provides
a means of assessing the heat loss coefficient and balance temperature of a building, and
can be utilized on a large scale (e.g., buildings in a neighborhood/district). However, it
does not give information on how the thermal inertia of the building, which is needed to
map the indoor temperature drop if the DH supply is reduced or cut during shorter periods,
affects the total heat storage capacity of the building structure. This study explores how
the mapping can be performed by combining an energy signature method together with
the concept of a time constant. This is feasible by having access to historic DH supply data
and an occasion when DH supply is reduced/cut for several hours. This provides an easily
operatable, cheap, and non-intrusive method for calculating the building time constant
and storage capacity by temporarily lowering the delivered energy. In a case study of one
building, the use of energy signatures and time constants are tested against by stopping
DH space heating for 5 h. The results are evaluated against a validated building energy
simulation model in IDA-ICE.

2. Theory

In a DH network, the hot water (as the fluid medium in the DH distribution network)
may be generated using the excess heat produced in a CHP plant or the waste heat from
industry. DH is distributed to customers, such as buildings encompassing residential build-
ings, hospitals, schools, restaurants, etc., via the so-called primary piping network; and
via the heat exchangers in each DH central, DH is delivered to the connected building(s)
through secondary pipelines. An increased number of buildings connected to the network
implies that more DH can be used and the return temperature will be decreased, which
increases the total efficiency of the DH network. DH load is affected by the energy de-
mands of the buildings, which are affected by the indoor–outdoor temperature difference,
solar irradiation, and occupants’ use of appliances and lighting, as well as the type of
activities inside the buildings. The peak loads in the DH network might occur due to
the increase in domestic hot tap water use, colder outdoor weather conditions, or other
user-related demands.

District heating delivered to the DH central is slightly higher than the DH demand and
use in the building, because there are some losses through the heat exchanger in the DH
central unit and pipes on the secondary side. Thus, the focus of this study is the delivered
or supplied DH, which is measured and audited by the energy company.

2.1. Designed Power Requirement for Space Heating System

The designed or dimensioned heating power required for a building can be calculated
by Equation (1) [34]:

Pdim =
[(

∑ Ui·Ai + ∑ ΨTB k·lk + ∑ χl

)
+
(
(1 − ηt)·F + Fleakage

)
·ρair·cair

]
.(Ti − DVUT) [W] (1)

where Ui and Ai are the transmission loss coefficients and areas of each envelope part, ΨTB k
and lk are the linear loss coefficients and lengths of thermal bridges, χl representing point
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thermal bridges, F and Fleakage are ventilation and air leakage flows, ρair is air density, and
cair is the specific heat capacity of air. Ti is indoor temperature and DVUT (design winter
outdoor temperature) is the n-day mean air temperature. DVUT is the maximum value of
the 30 minimum n-day mean air temperature during a 30-year measuring period [35]. To
determine DVUT, the heat stored in the building structures should be considered through
the building time constant, τb, expressed in hours or a 24 h period (n-day). The n-day mean
air temperature (DVUT) (◦C) for 1–4 days (and nights) for Gävle, location of the case study
in this paper, can be found in [35].

2.2. Building Time Constant

The time constant of a heated building, τb, represents the internal thermal inertia
of the building [36]. τb, is counted in hours (24 h = light building, 96 h = very heavy
building). The heat stored in the entire building (internal and external structures) should
be considered via the building time constant, τb, see Equation (2).

τb =
Cinternal
Ht + Hv

=
∑ ρm·cm·Vm

(∑ Ui·Ai + ∑ ΨTB k·Lk + ∑ χl) +
(
(1 − ηt)·F + Fleakage

)
·ρair·cair

[h] (2)

Cinternal is the sum of the thermal capacity of the building materials enclosed within
the structure’s thermal insulation and no more than 100 mm of the construction layer
that is exposed to the indoor space. Ht and Hv are the transmission and ventilation loss
coefficients. ρm, cm, and Vm are the density, specific heat capacity, and volume of each
construction layer, respectively.

In case of a sudden change in supplied heat, the indoor temperature will drop, pro-
vided that the outdoor temperature is constant. Indoor temperature decay is exponential
according to Equation (3).

Tt = T∞ + (T0 − T∞)·e−
t

τb [°C] (3)

T0 is the initial temperature and T∞ is the final temperature. When internal heat loads
are not considered, T∞ can be the outdoor temperature. Tt is the temperature at time t, after
the change was imposed. When t = τb, building time constant, is achieved, the temperature
decreased to

(
1 − e−1) ≈ 0.63 (i.e., 63%) of the total temperature difference between the

steady state conditions.

3. Methods

Indoor temperature and delivered power data history (monitored and measured data)
of a multifamily building with a total heated area of 2830 m2 located in Gävle, mid Sweden,
owned by the municipality housing company Gavlegårdarna AB, was used in order to
audit the energy storage. It was built in 1965 and is located in Sweden. The building
contains five floors and 27 apartments (see Figure 1). The building was simulated by
IDA-Indoor Climate and Energy (IDA-ICE) simulation software version 4.8 in order to
model the temperature decay and supplied heat within the apartments. Each apartment
was simulated as a single zone and the average results for all apartments are studied here.
IDA-ICE is a node-based simulation program used to model the building energy use and
its indoor environment [37]. The software’s functionality and reliability are validated in
different studies [38–40]. The simulation model of the multifamily building, studied in
this paper, was calibrated and validated by Eriksson et al. [22]. The building experienced
renovations during 2015–2016, which included changes of balconies, additional external
insulation, new windows, and a mechanical ventilation system with heat recovery.
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Figure 1. The simulated multifamily building, (a) real building (left), and (b) the IDA-ICE simulation
model (right).

The building is connected to district heating and 184 MW was delivered by the local
energy company, Gävle Energi AB, in 2017. In a basement room, there is a digitalized
DH central unit (DUC) by which the temperature of the delivered DH is controlled and
measured. Inside each DH central unit, there is a heat exchanger, which receives heat from
the primary side and delivers it to the secondary side. The DUC is installed in the primary
side and heat exchange is governed by outdoor temperature.

Some tests were performed in the DH network, where the local energy company, Gävle
Energi AB, temporarily lowered the DH supply temperature in order to test peak power
reduction by increasing the DUC’s outdoor sensor’s signal with +15 ◦C, i.e., “exposing”
the heating system to a warmer outdoor temperature for 5 h. Indoor temperatures were
monitored during the test to see the effect on the indoor temperatures of some connected
building blocks—the sensors (one per apartment) are a part of the buildings energy man-
agement system (BEM). In the performed experiment, the indoor temperature decreased
during 04:00–09:00 on a winter day (21 December 2017). The averaged indoor temperature
of all the apartments is used in this study.

The available measured data include:

1. Delivered hourly DH power (kWh/h) for the whole building—space and domestic
hot water heating combined.

2. Indoor temperatures (◦C) (hourly averaged value of all the building’s apartments is
used in this study). Indoor temperature in each apartment is measured and monitored
in one position in the main entrance hall (around 1 m above the floor on the wall).

3. Hourly outdoor temperature (◦C).

The Calculation Procedure

In order to develop the heat load capacity model, supplied DH and the temperature
decay data are used to calculate the building’s time constant. Then, with reference to the
outdoor temperature and the supplied DH, Ht + Hv, as well as the balance temperature, Tb,
are calculated using the energy signature method on hourly DH data for one year. Lastly,
the heat storage capacity is calculated following the steps below and the schematic chart of
the procedure is depicted in Figure 2.
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1. Building time constant

By measuring the indoor temperature decay, the building time constant, τb, is calcu-
lated considering internal gains, ventilation, and transmission losses, as well as a minor
outdoor temperature variation. The temperature drop is caused by the decrease in the
DH supply for space heating (however, DH for domestic hot water preparation was still
in function).

Equation (3) can be modified to consider heat that is supplied to the building, such
as internal heat gains (IHG). If a constant heat power PIHG (or/and partial heat from the
heating system) is assumed, then Equation (4) can be derived.

Tt = Tout +
PIHG
Htot

+

(
Ti − Tout −

PIHG
Htot

)
·e−

t
τb [°C] (4)

Tout is the outdoor temperature, Htot is the total loss coefficient, i.e., summation of the
transmission and ventilation loss coefficients, equivalent to Ht + Hv.

The balance temperature of a building, Tb, indicates at which outdoor temperature, or
lower, the heating system must supply energy to the building. It is defined according to
Equation (5) (here excluding solar gains).

Tb = Ti −
PIHG
Htot

(5)

Equation (4) can be expressed with Tb according to Equation (6):

Tt = Tout + Ti − Tb + (Tb − Tout)·e
− t

τb (6)

2. Total heat loss coefficient and balance temperature

With the supplied DH power and the indoor–outdoor temperature difference, the
total heat loss coefficient, including the ventilation and transmission loss coefficients, Ht +
Hv, as well as the balance temperature, Tb can be calculated by using the energy signature
method. The energy signture is based on depicting the delivered DH power versus the
outdoor temperature, which is explained in [41].

3. Building thermal capacity

With the building time constant, τb and the total loss factor, Htot, the building thermal
capacity, Cinternal, can be calculated by using Equation (7):

τb =
Cinternal

Htot
[s] (7)
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4. Results and Discussion

The possibility of temporarily decreasing the supplied DH and consequently the
indoor temperature is analyzed and experimented for a multifamily building. The results
including the building time are constant, the heat loss coefficient and thermal capacity of
the building are presented here.

The results of the energy signature are presented first, since two important parameters,
Htot and Tb, are required for calculating the time constant τb. Next, results from applying
Equation (6) to simulation results with the validated model of [22], show the order of
magnitude of a theoretical value on τb. Finally, field measurement results are presented
together with the assessed value for τb and energy saving potentials.

4.1. Building Energy Signature

By Swedish law, supplied DH must be measured with at least a one-hour frequency.
This provides data on an annual basis with the possibility of using the data for building
analysis purposes. Figure 3 presents the outcomes of applying the energy signature method
to the daily values of 2018. Balance temperature, Tb, is considered as 11.5 ◦C, and the
delivered power use for domestic hot water, DHW, is considered as a constant 12.4 kW
over the year. The total heat loss coefficient, i.e., the slope in Figure 3, is 1410 W/K.
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Figure 3. Energy signature diagram for the supplied district heating for space and DHW heating of
the studied multifamily building. The blue points represent the daily average supplied DH in 2018.

4.2. Simulated Building Time Constant

The IDA-ICE model was used to test the application of Equation (6). The simulated
building was exposed to the weather of 2017, at least a month prior to 21 December at 04:00
h, when the field test was conducted. During the field test, the outdoor temperature was
approximately −0.9 ◦C and the weather file was manipulated to have this outdoor temper-
ature for the rest of the year. Figure 4 illustrates the mean operative temperatures of the
apartments; operative temperature is used since the weighted air and construction surfaces
represent the thermal state within the building in a better way than air temperature only.
IHG gives rise to momentary variations in the decaying indoor temperatures. Equation (6)
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is applied for two curves, which have two different initial temperatures but the same time
constant, to enclose the peaks and valleys of the simulated indoor decaying temperature.
In Equation (6), Tb is set to 11.5 ◦C, which is also the value which the simulated curve
converges to. τb is estimated to 260 h.
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Figure 4. Temperature decay from simulations after DH shut-off. IHG causes variations in tempera-
ture, but decay is steadily arriving at approximately Tb = 11.5 ◦C. Dashed lines are modelled with
Equation (6), with τb estimated to 260 h.

The initial indoor temperature of the upper dashed curve was set to 21.9 ◦C (the same
value as the simulated blue curve) and the lower dashed curve to −0.8 ◦C lower. During
the first 5 h, the dashed curves dropped 0.24 ◦C, whilst the simulated curve was 0.58 ◦C,
owing to the dynamic effect during the first hour (the latter four hours resulted in 0.2 ◦C).

4.3. Field Measurement Building Time Constant

Figure 5 depicts the indoor temperature averaged between the apartments in the
studied building, where the decay period is marked with the two yellow vertical lines. The
dashed green line in Figure 5 shows an exponential decay curve, calculated by fitting an
exponential decay curve to the temperatures at the beginning and end of the decay period.
Outdoor temperature is also shown in the figure, which is approximately −0.9 ± 0.1 ◦C
(i.e., with standard deviation of 0.1 ◦C) during the decay period. The outdoor temperature
tends to increase to 0.2 ◦C at the end of the test period. The temperatures decay due to the
decrease in DH supply, and therefore a bottom temperature, at 10:00 is observed right after
the decay period, although the DH supply started to increase already at 9:00. This may be
due to thermal inertia and a lag in the building heating system, as well as the time it takes
for the indoor environment to receive the released heat from the structure and consequently,
the indoor temperature is increased. The indoor temperature begins recovering after 10:00,
when sufficient DH is supplied to the building and the lack of heating during the decay
period is compensated.
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The average temperature of the apartments in the building is considered in this study,
and if radiators in some apartments are lowered or are out of service, for instance due to not
having any tenants, this affects the average temperature of the whole building. The decay
period is evident in Figure 5. It is notable that lowering the supplied DH shows an almost
direct effect on the indoor air temperature, however, after the decay period, i.e., 09:00, the
temperature continues to decrease for the next hour. After that, the indoor temperature
starts to increase due to the rise in the DH supply. The average indoor temperature before
the decay, shown with red line in Figure 5, is around 22.7 ◦C, decreasing by 0.3 ◦C during
the test period (5 h). This points to possible further and longer temperature decay in such
buildings and consequently less DH supply and peak shaving, without remarkable effects
on thermal comfort.

Building time constant from the field measurements, calculated by using Equation (6),
gives the value 180 h. This value is lower than that obtained from the simulations. However,
there are uncertainties in both values. The time constant is actually not a constant, as
pointed out by Kensby et al. [30], since the temperature drop of the indoor air is faster
than those of the structures, though these successively converge, as is also shown in [42].
When Equation (6) is used for solving the time constant of the first 5 timesteps after the
DH shutdown, the time constant becomes 104 h, much owing to the immediate drop after
shutdown (see Figure 4). The value 260 h is due to analyzing the long time lapse: more
than 250 h. Moreover, the simulated temperature drop was simulated to be 0.6 ◦C, which
is twice what was measured. This could be due to the modelling of the building; the
simulation model does not include furnishing, which can increase the time constant [43]
but also reduce the thermal exchange between building structures and air, such as the
effect of having carpets, thereby reducing the time constant. Moreover, the apartments
were modelled as single zones in which interior walls were lumped as a mass within
the zone. Finally, the internal heat gains are modelled according to profiles suggested by
Widén et al. [44]. Since the same profile is applied to all apartments, these will have a large
impact on temperatures during short shutdown periods and not be identical to that of the
actual building. The influence of internal heat gains is reflected in Tb and, as shown in the
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simulation, is the value that an endlessly long decay would asymptotically converge to.
However, Tb is not a constant value [22,45] and does vary over time.

The uncertainty of the field measurement comes from the relatively short measurement
period and small temperature drop—which temperature is actually measured? The sensor
is mounted on a hall wall in each apartment, probably measuring a weighted value for
air and wall temperature, implying that this temperature and the temperature used in
the simulations are not entirely comparable. As previously mentioned, air and structure
temperature eventually converge but deviate in the initial stages. However, this method,
which is based on readily available data that give Htot and Tb, can, with a short shutdown
of space heating supply and registering of indoor temperature decay, give an indication of
the order of magnitude of the time constant, corresponding to that of the test decay period.
In turn, the time constant is valuable for assessing how long shutdown periods can be,
and which temperature decays can, on average, be expected. A benefit is that this type of
assessment can be performed at a large scale, such as neighborhood blocks or city districts.

Delivered DH during the decay period is shown in Figure 6, as well as the outdoor
temperature. The dashed green line in Figure 6 shows the DH supply considering the
straight linear supply between 4:00 and 13:00, i.e., without any peaks or valleys in the
DH supply. To estimate the power supply, without the decrease in DH supply, the period
between 04:00 and 13:00 is considered to be the corrected supplied DH, including the peak
after the decay period. The peak occurs to compensate the cooler period and warm up the
interior. The corrected DH supply is considered as the average supply between this period,
04:00 and 13:00, shown by the dashed green line in Figure 6.
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Figure 6. Delivered district heating (DH) power for the building and the outdoor temperature both
before and during the temperature decay.

The DH power is expressed by kWh/h, which means that the area below the diagram
in Figure 6, during a certain period, shows the supplied DH. However, it should be noticed
that the supplied power should be studied per hour, because that is what the energy
company provides for its customers, and the extreme peaks and variations in the power
demand might be challenging and expensive to be supplied. The delivered or supplied DH
is presented for the whole period, in which there are hours with very low power demand
and hours with very high peaks. Thus, analyzing the DH, both energy and power should be
studied. A more even load curve would be more economical and environmentally friendly
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and would lead to a more reliable and sustainable energy supply. The average hourly
supplied DH power to the building, shown by the red line in Figure 6, is 31.5 kWh/h for
the whole test day, which decreased to 12.2 kWh/h during the decay period.

Note that at 05:00, inertia in the DH system never reached zero. There are two reasons
for this; the DHW circulations have losses, which are compensated by DH (on average
2.9 kW [22]). Moreover, the heating power increases, which is probably due to occupants
using DHW. The heating of DHW is not restricted, though the space heating function is off.

4.4. Building Thermal Capacity

The main results are shown in Table 1, including the indoor temperature and its
decay (during the test period), delivered power/energy and the saved power/energy, heat
loss coefficient, building time constant, and thermal capacity of each building. The mean
outdoor temperature during the test day, 21 December, was −1.5 ± 1.1 ◦C, and during the
test period, 04:00–9:00, it was −0.9 ◦C.

Table 1. Summary of the results, including indoor temperature and its decay, delivered power,
calculated building time constant, and thermal capacity.

Heated Area

Indoor
Temperature

(Averaged
between
4:00–9:00)

Indoor
Temperature

Decay
(4:00–9:00)

Time
Constant

Supplied
DH Power

(Hourly
Averaged
between
4:00–9:00)

Supplied
DH

(21 December)

Corrected
Supplied

DH
(21 December)

Saved DH
(21 December)

Heat Loss
Coefficient

Thermal
Capacity

m2 ◦C ◦C h kWh/h kWh kWh kWh W/K kWh/K

2445 22.6 0.3 180 12.2 755 818 63 1410 253.8

The results for the total supplied and saved DH during the test period are shown in
Table 1. The DH supplied to the building over the whole test day decreased by 63 kWh,
or 8%, when compared with the corrected supplied DH, i.e., in case if the decrease in DH
would not be implemented. During the test period, 61 kWh DH was supplied and an
estimated 94 kWh or 60.8% heat was saved during the test period, i.e., 4:00–9:00 compared
with the corrected heat supply in the same period—see the dashed line in Figure 6. The
difference between the reduced DH supply, i.e., 63 kWh during the whole test day and the
94 kWh during the test period of 4:00–9:00, is that, although the peak loads in the delivered
DH were reduced during the decay period, some peak load were observed right after the
decay period to compensate for the lack of heat supply during the test period. According to
the results shown in 5, the average hourly supplied DH power to the building, 31.5 kWh/h
for the whole test day, was decreased to 12.2 kWh/h during the decay period. Due to the
reduction in DH supply, some peaks were avoided, however, it is challenging to calculate
the exact reduction in peak power during the decay period. Comparing with the corrected
heat supply (see the dashed line in Figure 6), it is estimated that the supplied DH power
averaged over the whole test day, i.e., 31.5 kWh/h, was decreased by 8%. Thermal capacity
of the studied multifamily building is also calculated using Equation (7), as 253.8 kWh/K.

The outdoor temperature, see Figure 5, slightly increased after the decay period, and
consequently the indoor–outdoor temperature difference decreased, which compensated
for the lack of DH supply during the test period. Thus, the proposed test led to a small
saving, 3 kWh, in the supplied DH, in comparison with the corrected DH supply. The
reason for this may be due to the high building time constant and thermal capacity of
the building, as well as the indoor air that compensates for the lack of DH supply and
maintains the indoor temperature. This may also be due to the interaction of occupants, for
instance, increasing the setpoint temperatures of the hydronic radiators in each apartment
or increasing the use of domestic hot water, e.g., by taking a shower, and in that case,
receiving more DH into their apartments.

There are different resources that can be used to produce and supply heat in a DH
network, and depending on the source, the production costs can vary greatly. It should be



Buildings 2022, 12, 1007 13 of 16

noticed that supplying the higher peak demands in a DH network is often engaged with
more GHG emissions and up to 10 times more expensive resources. Moreover, some energy
companies even charge their customers based on the power they are subscribed to, and
exceeding that power might lead to extra charges. The annual DH supply for the building
is approximately 184 MWh, and the exact economical saving of the energy storage can be
calculated based on the time and order in which different resources are used.

The amount of saving per each decay occasion is not significant, but frequent simi-
lar decays can be accomplished throughout the year without compromising inhabitants’
thermal comfort, and the stored heat in the building structure can be used and released in
order to save energy and power during the peak periods. Moreover, a similar procedure
can be used by connecting further buildings, blocks, and districts; therefore, more saving
can be achieved both in the peak loads as well as in the economical savings for both the
customers and the energy company. The benefits are even greater for the energy company,
as they can better manage and plan their production with more environmentally friendly
and cheaper resources. Likewise, when there is maintenance in the DH network, eventual
temporary reduction in the DH supply can be managed and planned based on the thermal
storage and heat capacity of the connected building structures, as the proposed example in
the current study.

More than saving the cost of the production, CO2 emissions depend on the energy
sources being used in DH production. During the peak hours, often sources such as
fossil fuels, with higher CO2 emissions, are used, as well as other combustion-related
contaminants. Thus, decreasing the higher loads in the peak demand hours will also lead
to a decrease in CO2 emissions. This is even more important than the economic profit of
peak load management for reaching the climate goal of keeping the global temperature
increase within 1.5 ◦C, compared to pre-industrial levels.

Building time constant is often calculated based on a temperature drop in the indoor
temperature due to a reduction in supplied energy. The outdoor temperature was assumed
constant during the decay period (5 h), and the average outdoor temperature was consid-
ered in the calculation, as the variations were negligible. Moreover, the internal heat gains
from inhabitants, household appliances, lighting, equipment, and possible solar irradiation
were also considered, i.e., all the gains in real life scenario. Thus, the calculated time
constant is more representative of the thermal storage capacity of the whole building block.

The studied multifamily building has several apartments/flats, and the average tem-
perature (between the apartments) is used in this study, as the DH supply is steered for
the whole building, not on the basis of each flat. In addition, the apartments might have
different thermal properties, such as U-value and airtightness, and therefore respond differ-
ently to the DH variations. This will limit the control strategy, perhaps, to the apartments
that have the largest indoor temperature drop during the decay periods, because the aim is
not to compromise the thermal comfort. If the DH supply could be steered separately to
each apartment of a building, then more specific and separate control strategies could be
allocated based on each apartment. This would lead to achieving the maximum amount of
power and energy saving by maximizing the temperature and DH decay in each apartment
unit while having all indoor temperatures within the acceptable thermal comfort range.
Thus, a more detailed control system installed in each apartment is suggested to enhance
the model accuracy and increase its saving potential. The other decisive factors include
the user related parameters, for instance, airing (opening of balcony doors or windows)
and the occupancy schedule. Implementing such user-related parameters can increase the
model performance and saving potential, however, the accurate monitoring or simulations
of, for instance, airing or the occupancy schedule, can be challenging, and these parame-
ters are already included indirectly in the calculation procedure, as they affect the indoor
temperature and heat supply, respectively.

Based on the heat storage capacity of the connected building, a load management
schedule can be provided for DH networks in order to temporarily store the DH and
mitigate the peak loads. The significance of the load management will be clearer if more
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buildings are connected to the DH network, and therefore, having a more uniform DH
supply would be more challenging and important. Furthermore, buildings can be cat-
egorized based on their thermal inertia and storage capacity, i.e., their time constants,
and separate load management strategies can be suggested using, for instance, machine
learning algorithms that can be adjusted based on weather predictions and occupancy
behavior/schedule. The energy (or power) signature diagram (i.e., annual delivered DH
energy or power to the buildings) can be modified by considering the thermal storage
capacity within the buildings, i.e., the maximum capacity of the building to temporarily
store DH and mitigate the peak power loads in the network.

Further analysis, to find a practice routine governing the supplied DH based on each
apartment’s temperature and optimizing the decay period resulting in lower peaks, is
suggested for future studies. Furthermore, the method can be applied to monitor the
heating supply of other building types. A heat storage and control model can be developed
with the help of artificial intelligence (AI), finding the relationship between DH supply and
demand patterns. The AI model can learn from the input data and predict the delivered
DH power based on the outdoor temperature prediction, absorbed solar gain, occupant
schedule (say during the next 24 h or coming week), and expected indoor temperature.

5. Conclusions

The heat storage capacity of a multifamily building, connected to a district heating net-
work, is calculated in this paper by reducing the DH supply temporarily, and the resulting
indoor temperature decays. The proposed method can be used in other types of buildings,
and the building structure can be used as a thermal battery to store thermal energy in
advance to be used during the peak demand hours, e.g., in case of the encountering of
a colder climate. The DH supply to the building was reduced during 5 h during the test
day, which was 21 December 2017. The supplied DH to the building through the test day
was 755 kWh. The results show that in total, 63 kWh, or 8% DH, could be saved in the
connected building.

Moreover, during the decay period, 04:00–09:00, the total supplied DH was 61 kWh,
which is estimated to have a 60.8% decrease in the hourly supplied DH to the building.
This was compensated by the produced peak after the decay period, and the supplied DH
power averaged over the whole test day, i.e., 31.5 kWh/h, was estimated to be decreased
by 8%.

Implementing a similar method of using building structures as thermal batteries
in order to reduce the peak loads can lead to considerable saving in the supplied DH
throughout the year. The method would also be useful for network maintenance or for the
expansion of the network, where the DH supply capacity would be temporarily limited and
therefore more sensitive to the peak demands. The economic gain of the DH supply control
and the reduction of it temporarily depends on the resources used in the production plants.
DH can be stored in the structures, prior to maintenance and operational interruptions in
the networks or in occasions prior to upcoming peak loads based on weather prognoses, to
insure the reliable and continuous DH delivery and gain more customer satisfaction. As
often more expensive and less environmentally friendly sources are used to fulfill the DH
supply in the peak demand period, the proposed method of storing DH can lead to a more
sustainable and environmentally friendly DH network. The saved energy/power can also
lead to economic savings for the connected customers, as higher tariffs due to extra peak
loads can be avoided.

In addition, more tests involving larger temperature decay and longer duration can
be performed to find the optimum threshold and maximum heat storage capacity of
the network. Such tests are non-intrusive and can be controlled centrally by the energy
company via the DH distribution central units. The next step after mapping the heat storage
capacity is to map the peak demands of the DH supply network, including their frequency
and duration. Other parameters, such as available DH sources, possible maintenance or
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expansion of the network, and also the schedule for the occupancy and DH use within the
building structure can be considered as well.
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