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Abstract 
 
In recent years, applications of confluent jets for design of ventilation supply 
devices have been widely studied. Similarly, numerous studies have been made 
on the potential and application of variable air volume (VAV) in order to re-
duce the energy demand of ventilation systems. This study investigates the 
combination of confluent jets ventilation (CJV) and VAV, both in terms of the 
near-field flow behavior of the device and the impact on thermal comfort, in-
door air quality and energy efficiency in conference room and classroom envi-
ronments when the airflow rate is varied.  

For the investigation of CJV with VAV in a classroom environment two 
experimental studies were performed, with varying heat loads, supply temper-
atures and airflow rates. The two experimental studies measured mean age of 
air, air speeds and temperatures in the occupied zone. Both studies showed that 
CJV had higher energy efficiency and indoor air quality than conventional 
mixing ventilation. The main effects of lower supply temperatures were higher 
velocities in the occupied zone as well as lower temperatures due to higher heat 
removal effectiveness energy efficiency. CJV produces mixing ventilation 
conditions at lower airflow rates (<4.2 ACH) and non-uniform conditions at 
higher airflow rates. The thermal comfort was similar to that of conventional 
mixing ventilation and had very small temperature gradients compared to dis-
placement ventilation.  

For the investigation of CJV with VAV in a conference room environment 
three combined experimental and numerical studies were performed. One fo-
cused on the jet velocity profiles from the CJV supply device, the results of 
which were used as boundary conditions for the two other studies. The second 
study measured the conditions in the confluent jet development area and the 
occupied zone experimentally for six cases with different supply temperatures, 
airflow rates and nozzle matrix configurations. The results were used for vali-
dating the numerical model which was used in the last paper. The final paper 
was a parametric numerical study which used the response surface method to 
investigate the impact of four design variables: heat load, number of nozzles, 
airflow rate and supply temperature on energy efficiency, indoor air quality 
and thermal comfort. The results show that indoor air quality is increased with 
higher airflow rates. The energy efficiency has a negative correlation to the 
heat load but a positive correlation to the airflow rate which results in relatively 
stable heat removal effectiveness of 110% as heat load is increased and the 
VAV system compensates with higher airflow rates. The results also show that 
in a VAV system which aims at providing uniform temperatures in the occu-
pied zone, the thermal comfort is mostly dependent on a combination of the 
CLO value and the range of the airflow rates. At low CLO values the range of 
the airflow rate needs to be increased to create a satisfactory thermal climate.  

 
Keywords: Confluent jets, Air distribution system, Air supply device, Ventilation per-
formance, Indoor air quality, Thermal comfort, Experimental study, Computational 
fluid dynamics (CFD), Variable air volume.  



 

Sammanfattning 
 
På senare tid har applikationen av samverkande strålar i ventilationsdesign stu-
derats. Likaså har många studier utförts över potentialen för variabelflödessy-
stem (VAV) för att reducera ventilationssystemets energianvändning. Den här 
studien utvärderar kombinationen av samverkande strålventilation (CJV) och 
VAV, både i flödesbeteendet i donets närområde och dess inverkan på den ter-
miska komforten, luftkvaliteten och energieffektiviteten i konferens- och 
klassrumsmiljöer.  

För studierna i klassrumsmiljö med CJV och VAV utfördes två experimen-
tella studier, med varierande värmelaster, tilluftstemperaturer och luftflöden. I 
de två experimentella studierna mättes luftens medelålder, lufthastigheten och 
temperaturen i vistelsezonen. Båda studierna visar att CJV har högre energief-
fektivitet och luftkvalitet än konventionell omblandande ventilation. De största 
effekterna av lägre tilluftstemperaturer är högre lufthastigheter och lägre luft-
temperaturer i vistelsezonen p.g.a. högre energieffektivitet. CJV producerar ett 
jämnt termiskt klimat vid låga flöden (<4.2 omsättningar per timme) och ett 
stratifierat termiskt klimat vid högre luftflöden. Den termiska komforten var 
liknande den for konventionell omblandande ventilation och mindre tempera-
turgradienter än deplacerande ventilation.   

Undersökningen av CJV med VAV i en konferensrumsmiljö baserades på 
tre kombinerade experimentella och numeriska studier. Den första fokuserade 
på hastighetsprofilerna från CJV-donen. Resultaten användes sedan som 
gränsvillkor i de två andra studierna. Vid den andra studien mättes de samman-
fogade strålarnas utveckling i närområdet och luft- respektive temperaturför-
hållandena i vistelsezonen för sex fall med olika tilluftstemperaturer, flöden 
och dysmatriskonfigurationer. Resultaten användes för att validera den nume-
riska modellen, som användes i den sista studien. Den sista studien var en pa-
rametrisk numerisk studie som använde response-surfacemetoden för att un-
dersöka effekten av fyra designvariabler: värmelast, antal dysor, flöde och 
tilluftstemperatur, på responsvariablernas energieffektivitet, luftkvalitet och 
termiska komfort. Resultaten visar att luftkvaliteten ökar med högre luftflöden. 
Energieffektiviteten har en negativ korrelation till värmelasten, men en positiv 
korrelation till luftflödet, vilket leder till en stabil ventilationseffektivitet på 
110%, eftersom VAV-systemet ökar luftflödet när värmelasten ökar. Resulta-
ten visar även att om ett VAV-system är inställt för att skapa jämn temperatur 
i vistelsezonen, är den termiska komforten mest beroende på kombinationen 
av CLO-värdet och spannet mellan max- och min-luftflödena. Vid låga CLO-
värden, behöver spannet på luftflödet ökas för att skapa ett tillfredställande 
termiskt klimat.  

 
Nyckelord: confluent jets, luftdistributionssystem, tilluftsdon, ventilationsprestanda, 

inomhusluftkvalitet, termisk komfort, experimentell studie, Computational fluid dyna-
mics (CFD), variabelflödessystem. 
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Nomenclature 
 
Ar  Archimedes number [-] 
d   Inner diameter of nozzle [m]  
dj  Jet diameter [m] 
D   Inner diameter of nozzle duct [m] 
f  Elliptical relaxation function 
h   Distance from nozzle [m]  
k   Turbulent kinetic energy [m2/s2] 
p  Person [-] 
Pk    Production term of k [m2/s3] 
Q  Total airflow [l/s] 
QP  Airflow per person [l/(s×p)] 
r   Distance from nozzle [m]  
Sij    Strain rate tensor [1/s]  
T  Temperature [°C] 
TE  Exhaust temperature [°C] 
TP  Point temperature [°C] 
TS  Supply temperature [°C] 
TI  Turbulence Intensity [-]  
𝑢 𝑢    Reynolds stresses [m2/s2] 
U    Streamwise velocity [m/s] 
U0  Inlet velocity [m/s] 
Uavg    Average streamwise velocity [m/s]  
Umax   Maximum streamwise velocity [m/s] 
Umeasured   Streamwise velocity measured by LDA [m/s] 
Upredicted   Streamwise velocity predicted by CFD [m/s] 
V   Spanwise velocity [m/s]  
̅v2  Wall normal stress  
XH  Heat load [W/m2]  
XN  Number of nozzles [-]  
XTS  Supply temperature [°C]  
XQ  Airflow rate per person [l/(s×p)]  
y+    Dimensionless wall distance [-]  
 
Abbreviations: 
ACE  Air Change Effectiveness [-] 
ADPI  Air Diffusion Performance Index 
CAV   Constant Air Volume 
CCZ  Core Confluent Zone 
CFD   Computational Fluid Dynamics 
CJ   Confluent Jets 
CJV    Confluent Jets Ventilation 
CJSD  Confluent Jets Supply Device 
CLO  CLO-factor [-] 
CTA  Constant Temperature Anemometer 



 

DR   Draft Rate 
DV    Displacement Ventilation 
HVAC Heating, Ventilation, and Air Conditioning 
IAQ    Indoor Air Quality 
LDA   Laser Doppler Anemometry 
MV    Mixing Ventilation 
MET  Metabolic Rate [-] 
PMV  Predicted Mean Vote [-] 
PMV0.5  Predicted Mean Vote with CLO=0.5 [-] 
PMV0.75  Predicted Mean Vote with CLO=0.75 [-] 
PMV1.0  Predicted Mean Vote with CLO=1.0 [-] 
PPD Predicted Percentage Dissatisfied [%]  
SMP    Selected Measurement Point 
SJMV  Slot Jet Mixing Ventilation 
TMP  Thermal Measure Point 
VAV   Variable Air Volume 
WCJ  Wall Confluent Jets 
 
Greek Nomenclature: 
δij    Kronecker delta [-] 
ε   Rate of dissipation of turbulent kinetic energy 

[m2/s3] 
εI  Air change effectiveness [-] 
εT  Heat removal effectiveness [-]  
εc Ventilation effectiveness for contaminant re-

moval [-] 
ρ    Density [kg/m3] 
μ    Dynamic viscosity [kg/ms] 
μt    Eddy viscosity [m2/s] 
τn  Nominal time constant [s] 
τp  Mean age of air [s] 
ω    Specific dissipation rate [1/s]   
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1 Introduction 

1.1 Background 

Buildings generate about one-third of global greenhouse gases, utilize about 
40% of the world’s energy, and consume more than 55% of all electricity [1]. 
In developed countries, HVAC systems are responsible for about 50% of the 
energy use in buildings and between 10–20% of a nation’s total energy use [2]. 
Many measures are being taken to reduce energy usage in the building sector, 
such as new and stricter building codes, green building schemes and energy-
efficient renovations. The EU has set a target to reduce greenhouse gas emis-
sions by at least 80% by 2050 from the 1990s level [3]. Of all the buildings 
that will be in use in 2050 in the European Union, 60% of them have already 
been built [4]. Therefore, the EU has identified the existing building stock as 
the “single biggest potential sector for energy savings” [3].  

While HVAC systems have a major part in the energy performance of build-
ings, they are also designed to satisfy the need for thermal comfort and indoor 
air quality (IAQ). When buildings are being renovated, green building schemes 
are often used to evaluate the building and these schemes tend to focus on im-
proving the thermal performance of the building envelope [5]. On average the 
IAQ only makes up 7.5% of the total score in these schemes [6].  

Numerous studies have shown the importance of IAQ and adequate venti-
lation rates in public buildings regarding health [7-9], cognitive abilities [9, 
10], academic performance [10-13], and work and economic productivity [8, 
14-16]. Therefore, more standards and recommendations are being set to in-
crease the airflow rates in public buildings such as schools, hospitals and office 
buildings [17]. Although the increase in airflow rate may improve the IAQ, it 
can also increase the energy usage of the building. A survey by the Swedish 
Energy Agency showed that electricity use in Swedish schools increased be-
tween 1990 and 2006 despite a national effort to decrease electricity use [18]. 
The survey concludes that the increase is because the electricity use by venti-
lation fans doubled during the same time span, in order to satisfy demands for 
higher airflow rates and IAQ. The same survey showed that 87% of Swedish 
schools still use constant air volume (CAV) systems and that the switch to 
variable air volume (VAV) systems could save between 0.12 - 0.33 TWh an-
nually.   

A number of recent studies have been made on the implementation of VAV 
in buildings [19-23]. VAV systems have the potential for improving IAQ [19], 
greatly reducing the energy use [19, 20] and thereby reducing costs [20, 21]. 
Three recent studies have showed that a scenario where VAV was imple-
mented in roughly 75% of U.S. office floor space could save 53 TWh annually 
with a VAV strategy optimized for energy savings. Research into VAV has 
shown that both the minimum and maximum airflow for a VAV system have 
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high impact on the HVAC system’s overall energy demand [19-26]. It is there-
fore important if VAV is implemented that the supply devices can handle the 
minimum/maximum airflow and that the ventilation strategy works in both 
cases.  

1.2 Motivation of This Study 

Previously at the University of Gävle (among other research institutes) studies 
have been made on a new type of ventilation based on confluent jets (CJ). CJ 
occur when jets issue from different apertures in the same plane in parallel 
directions, and at a certain distance downstream they coalesce and move as a 
single jet [27]. Some studies show that the velocity of confluent jets decays 
more slowly than other forms of jets because of lower entrainment of surround-
ing air. The momentum is therefore better conserved, and ventilation based on 
CJ has better penetration of the occupied zone than other ventilation strategies 
[28-33]. Several of the studies report good energy efficiency and IAQ for dif-
ferent air distribution systems based on confluent jets ventilation (CJV) [30-
33]. However, the combination of CJV under VAV condition has not been ad-
dressed. 

1.3 Aims and Research Questions 

The aim of this study is to investigate the outlet flow feature of CJV under 
VAV conditions, to see if a variation in airflow rate will influence the air dis-
tribution from the supply device’s outlets and see how this will affect the sup-
ply device functionality at room level. Therefore, two separate research ques-
tions are posed, one regarding the flow behavior in a classroom environment 
and one in a conference room environment.   

The research questions (RQ) for the present study of VAV and CJ in near-
field and at room level are: 
 

 
RQ1: How are the characteristics for the jets produced by the studied CJV 
supply device design and how may the characteristics depend on the sup-
plied airflow rate? (Paper I)  
 
RQ2: How can CJV with VAV improve the classroom environment in 
terms of thermal comfort, IAQ and energy efficiency compared to conven-
tional DV and MV? (Papers II and III) 

 
RQ3: What are the optimal set-up conditions for CJV with VAV in confer-
ence room environment under varying seasonal conditions (varying CLO 
values) and varying heat loads? (Papers I, IV and V) 
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1.4 Research Methods 

The present investigation is based on three different kinds of studies:  
 One experimental field measurement performed in a classroom at 

a local school (Paper II) 
 Three detailed experimental study carried out in a laboratory en-

vironment (Papers I, III and IV) 
 Three numerical investigations of the flow characteristics of the 

supply device and impact on jet development, thermal comfort and 
ventilation efficiency  (Papers I, IV and V) 

The field study used objective measurements to evaluate CJV, as the primary 
objective of the study is to investigate the temperature distribution and venti-
lation performance (in terms of the thermal comfort, IAQ and ventilation effi-
ciency) in a classroom under different heat loads and airflows. The set-up from 
the field study (heat loads and position of inlets/outlets) was the basis for the 
set-up in Paper III.  

Paper I used Laser Doppler Anemometry (LDA) to assess the characteris-
tics and the change of velocity profiles of the jets as the air supply varies in the 
CJV device.  

The numerical investigation was used to investigate in further detail the ex-
act nature of the velocity profiles for use as boundary conditions in Papers IV 
and V.  

Paper III used the same experimental methods as Paper II to investigate the 
temperature distribution and ventilation performance (in terms of the thermal 
comfort, IAQ and ventilation efficiency) in a classroom under different heat 
loads and airflows, with the addition of varying supply temperatures.  

1.5 Research Process  

Paper I investigates the flow pattern of a CJV device. The article uses both an 
experimental and numerical study. The experimental study uses LDA meas-
urement equipment to validate the results from the numerical study, and also 
uses an orifice meter to validate the boundary conditions used in the numerical 
set-up. The results from both the experimental and numerical study were used 
to analyze the jet velocity profiles and the airflow distribution at different 
boundary conditions (airflows). The results from the numerical study are also 
used to investigate the function of the CJV device under VAV. The numerical 
jet velocity profiles from the nozzles were used as boundary conditions in Pa-
pers IV and V.  

Paper II evaluates the IAQ, thermal comfort and energy efficiency of the 
CJV supply devices in a classroom environment. The information from the 
field study regarding airflows, heat loads and design of the supply devices was 
then used to design the experimental study, which focused on mapping the be-
havior of the airflow from the supply device under those conditions, specifi-
cally the range of airflows that could be suitable for a classroom. This range 
was used to determine the range of the inlet boundary conditions (range of 
airflow) for the experimental and numerical study in Paper I.  
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Paper III evaluates the IAQ, thermal comfort and energy efficiency of the 
CJV supply devices in a classroom environment, this time in an adiabatic set-
ting with focus on seeing the influence of different supply temperatures under 
different heat loads and airflow rates. The paper focuses on finding the optimal 
settings for a good thermal climate and evaluating the results on the energy 
efficiency.  

Paper IV investigates the flow pattern of a CJV device in a conference room 
environment under VAV conditions. The article uses both an experimental and 
numerical study. The experimental study uses CTA probes to measure air 
speed and temperature both in the jet development area and in the occupied 
zone to validate the results from the numerical study.  

Paper V is a parametric study that uses the numerical model from Paper IV 
to investigate the optimal set-up conditions for CJV in a conference room en-
vironment under VAV conditions. The study investigates the impact of four 
design variables: heat load, number of nozzles, airflow rate and supply tem-
perature, on the thermal comfort (predicted mean vote (PMV) and draft rate 
(DR)), on ventilation efficiency (heat removal effectiveness (εT)) and on IAQ 
(Air Change Effectiveness (ACE)).  

1.6 Limitations 

The measurements in the experimental study in the classroom environment 
were limited to temperature, mean age of air and thermal comfort (Paper II). 
The measurements took place under steady state conditions. Papers III and IV 
had the same limitations but air speed was added to the measurement.  

The detailed experimental study in the lab environment (Paper I) was lim-
ited to airflow, air velocity and turbulence intensity (TI) for three different air-
flows. The airflow measurement was limited to an orifice plate and manometer. 
The air velocity and TI was limited to 2D Laser Doppler Anemometer.  

The numerical simulations in Paper I were limited to steady state, isother-
mal, isotropic eddy viscosity turbulence models to reduce computational com-
plexity. Although a number were of different models, where these were tested 
only one (k – ω SST) was used to generate the results.  

The numerical simulations in Papers IV and V were limited to steady state, 
eddy viscosity turbulence models to reduce computational complexity. Alt-
hough a number were of different models, where these were tested only one 
(𝜗 𝑓) was used to generate the results.  

1.7 Summary of the Appended Papers 

1.7.1 Paper I:  

In this study, an air supply device with a novel nozzle design that uses conflu-
ent jets and VAV as supply strategies was investigated both experimentally 
and numerically at three different airflow rates. The CJV device is a circular 
duct with a number of nozzles in one direction. The nozzles have a novel geo-
metrical shape with a vane and flanges which interact with the airflow inside 
the duct. The experimental part was carried out in a laboratory environment 
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and used Laser Doppler Anemometry to investigate the near-field flow pattern 
from the CJV device. The air velocity and turbulence intensity from nine of 
the 95 nozzles was measured. The air velocity and turbulence intensity were 
measured in two directions (streamwise and spanwise). The results from the 
numerical investigation using the SST k – ω turbulence model regarding ve-
locities and flow patterns are validated by the experimental data. The results 
from both investigations show that the flow pattern and velocity in each nozzle 
is directly dependent on the total airflow rate. However, the flow pattern does 
not vary between the three different airflow rates. The numerical investigation 
shows that velocity profiles for each nozzle have the same pattern regardless 
of the airflow rate, but the magnitude of the velocity profile increases as the 
airflow increases. Thus, a supply device of this kind could be used for VAV 
and produce confluent jets for the airflow rates investigated. The numerical 
model was also used to investigate the effect of the novel nozzle design by 
comparing the validated model to a case with a simpler nozzle design (plain 
holes without vane or flanges). The results showed similar distribution of air, 
but the direction of the near-field flow pattern was different. The effect of the 
vane and flanges is mainly to force the jets in a more orthogonal direction.  

1.7.2 Paper II:  

The aim of this study is to investigate whether it is possible to replace displace-
ment ventilation (DV) with mixing ventilation (MV) to create a comfortable 
indoor climate in a typical classroom and at the same time decrease the energy 
use by using VAV and CJV. The study used two CJV supply devices, which 
consist of circular channels with outer diameter 190 and 228 round jets placed 
in an interlocking pattern, with a horizontal one-way/two-way direction. The 
field study was carried out in a school, which is intended to be extensively 
renovated. The school currently has DV and CAV. The study was carried out 
by installing MV with CJV in one of the typical classrooms. Several different 
airflow rates were investigated using tracer gas technology to measure the local 
mean age of the air in the occupied zone. Simultaneously, thermal comfort and 
vertical temperature gradients were measured in the room. The results show 
nearly uniform distribution of the local mean age of air in the occupied zone, 
even in the cases of relatively low airflow rates. Since the mixing of air is more 
or less the same in the entire occupied zone, VAV can be used to reduce airflow 
rate based on the desired CO2 level. Because of the number of students in each 
classroom and the fact that changes in airflow rates have no significant effect 
on the degree of mixing, it is possible to reduce the airflow rates for extended 
periods of time. Finally, since the CJV has a lower pressure drop than the cur-
rently used supply devices and it is possible to use VAV to lower the airflows 
in cases with reduced heat loads, it is possible to significantly reduce the en-
ergy usage in the school while maintaining the IAQ, increasing thermal com-
fort and the available floor area of the occupied zone. 

1.7.3 Paper III:  

The performance of three different confluent jets ventilation (CJV) supply de-
vices was evaluated in a classroom environment concerning thermal comfort 
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and ventilation efficiency. The CJV supply devices have the acronyms: high-
momentum confluent jets (HMCJ), low-momentum confluent jets (CJV) and 
low-momentum confluent jets modified by varying airflow direction (CJV-M). 
A mixing ventilation (MV) slot jet (SJMV) supply device was used as a bench-
mark. Comparisons were made with identical set-up conditions in five cases 
with different supply temperatures (TS) (16–18 °C), airflow rates (2.2–6.3 
ACH) and heat loads (17–47 W/m2). Performance was evaluated based on DR 
(draft rating), PMV (predicted mean vote), ACE (air change effectiveness) and 
heat removal effectiveness (εT). The results show that CJV had higher εT and 
IAQ than MV and CJV/CJV-M had higher ACE than HMCJ. The main effects 
of lower TS were higher velocities, DR (HMCJ in particular) and εT in the oc-
cupied zone as well as lower temperatures and PMV values. HMCJ and CJV 
produce MV conditions at lower airflow rates (<4.2 ACH) and non-uniform 
conditions at higher airflow rates. CJV-M had 7% higher εT than the other CJV 
supply devices and produced non-uniform conditions at lower airflow rates 
(<3.3 ACH). The non-uniform conditions resulted in CJV-M having the high-
est energy efficiency of all devices. 

1.7.4 Paper IV: 

In this study, confluent jets ventilation (CJV) supply devices with three differ-
ent nozzle arrays (1×19, 2×19, 3×19) were investigated both numerically and 
experimentally at two different airflow and supply air temperature set-ups. The 
performance of the CJV supply devices was investigated concerning thermal 
comfort, ACE and heat removal effectiveness in a conference room environ-
ment. A comparison between the experimental and numerical results shows 
that the 𝜗 𝑓 model has the best agreement out of the investigated turbulence 
models. The numerical results show that the size of the array has a great impact 
both on near-field development and on the conditions in the occupied zone. A 
larger array with multiple rows and lower momentum conserves inlet temper-
ature and mean age of air better than a single-row array with higher momen-
tum. A larger array with multiple rows had higher ACE and heat removal ef-
fectiveness in the occupied zone because the larger array conserves the mean 
age of air better and the buoyancy-driven flow is slightly better at removing 
the heat. Because of lower inlet velocities, they also had lower velocities at 
ankle level, which decreases the risk of draft and thermal discomfort. 

1.7.5 Paper V:  

This study illustrates the advantages of combining CFD, Box-Behnken Design 
(BBD) and Response Surface Method (RSM) to predict the energy efficiency, 
thermal comfort and IAQ given a number of setpoints for VAV. The BBD was 
used to determine the case matrix for the four design variables: heat load (XH), 
number of nozzles (XN), airflow rate (XQ) and supply temperature (XTS). The 
BBD was used to reduce the number of CFD runs to 27. The RSM was then 
used to generate a reduced quadratic equation for the response variables TE, TP, 
PMV, DR, DR%<20, εT and ACE. The RSM shows that the TE, TP and PMV 
were independent of the number of nozzles. The equations were used in 
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MATLAB to generate set points optimized for thermal comfort (PMV) for 
summer, spring and winter cases with different CLO factors and different TS 
under a scenario where the heat load varied between 10-30 w/m2. TE was used 
as set point to regulate the airflow rate Q to keep the PMV value close to zero. 
The MATLAB model was then used to calculate the results of TP, DR, 
DR%<20, εT and ACE for the different cases. These results show that by adapt-
ing the supply temperature to the CLO factor and the outside temperature both 
thermal comfort and the ventilation efficiency of the ventilation system can be 
improved. Further energy reduction of the ventilation system can be gained by 
down-regulating the airflow rate to keep the air temperature at a fixed setpoint 
when the heat load is decreased. This means that a CJV can effectively be 
combined with VAV to improve work performance with good thermal comfort 
(PMV≈0, DR<20%), above average IAQ (ACE≈106%) and with a higher en-
ergy efficiency (εT≈110%) than conventional mixing ventilation. 

1.8 Co-authors’ Statements 

The supervisors for all the articles in this study was Prof. Bahram Moshfegh 
and Dr. Mathias Cehlin.  

1.8.1 Papers I -V 

The studies were planned by the author (Harald Andersson) and by Prof. Bah-
ram Moshfegh and Dr. Mathias Cehlin. The measurements in Papers I-II and 
IV-V were planned and performed by the author. The numerical simulations in 
Papers I, IV and V were planned and performed by the author. The results were 
analyzed, interpreted and put together by the author under supervision of Prof. 
Bahram Moshfegh and Dr. Mathias Cehlin. Papers I-V were written by the 
author with comments and advice from Prof. Bahram Moshfegh and Dr. Ma-
thias Cehlin. In Paper III the measurements  were planned by the author and 
performed together with Dr. Alan Kabanshi. The results were analyzed, inter-
preted and finalized by the author with comments and advice from Dr. Alan 
Kabanshi, Prof. Bahram Moshfegh and Dr. Mathias Cehlin. 
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2 Ventilation System and Indoor 

Environment 

Ventilation systems have many technical qualities but only one main purpose: 
“The purpose of a ventilation system is to provide acceptable microclimate in 
the space being ventilated. In this context, microclimate refers to thermal en-
vironment as well as air quality” [34].  

Microclimate or indoor climate is measured/evaluated and usually divided 
into two categories: thermal comfort and indoor air quality (IAQ). 

From an installation perspective, the design of the ventilation system should 
satisfy the requirements for IAQ and work in unison with the heating/cooling 
system to satisfy the requirements for thermal comfort. Besides the main re-
quirements regarding IAQ and thermal comfort there are usually other tech-
nical requirements that need to be considered: installation cost, energy effi-
ciency, maintenance, esthetics, etc.  

This study will focus on indoor climate (thermal comfort and IAQ) and en-
ergy efficiency. 

2.1 Air Distribution Systems 

The main objectives of any ventilation system with regards to IAQ, thermal 
comfort and energy performance are exchanging room air, removal of indoor 
contaminants and removal of heat [27].    

2.1.1 Mixing Ventilation 

Mixing ventilation (MV) is the most common air distribution system, where 
the mixing occurs because of the high momentum of the inlet air [34]. The air 
is often distributed via the ceiling and can be used for both heating and cooling. 
Mixing ventilation systems are quite versatile and can have a larger occupied 
zone than other systems, which frees up valuable floor space. MV often has 
quite good thermal comfort, although mixing ventilation systems have lower 
ventilation effectiveness and therefore lower energy efficiency compared to 
systems based on low momentum air supply at floor level [27].  

2.1.2 Displacement Ventilation 

Another common ventilation principle is displacement ventilation, which sup-
plies cool with low momentum air at floor level in order to create vertical gra-
dients of temperature and air contamination [34]. Displacement ventilation has 
a high heat removal effectiveness and high air exchange efficiency [27]. How-
ever, displacement ventilation is not as versatile as mixing ventilation because 
it depends on heat sources in the occupied zone and can have some problems 
with thermal comfort and draft complaints [27].  
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2.1.3 Hybrid Ventilation  

There are some types of so-called hybrid ventilation that use both principles of 
mixing and displacement ventilation [27]. Two recent examples of hybrid ven-
tilation systems are impinging jet ventilation and wall confluent jet ventilation. 
Impinging jet ventilation releases a cold jet at high velocities, which hits the 
floor and creates a thin layer of air, which propagates along the floor. The air 
than rises due to thermal effects from the heat load. The wall confluent jet 
ventilation aims confluent jets along a wall down towards the floor level where 
air then follows the floor into the occupied zone.   

2.2 Variation of Supply Devices  

There are numerous variations of air supply devices based on different princi-
ples for supplying the occupied zone with air. The most common mechanics 
for spreading the air are: 
 

 Momentum: where supply air with high/medium momentum drives 
the air into the occupied zone (e.g. mixing ventilation and impinging 
ventilation).   

 The Coanda effect: where the air is released parallel to a surface, ceil-
ing (mixing ventilation) or wall (e.g. wall confluent jets) so that the 
Coanda effect helps to conserve the momentum. 

 Buoyancy effect: Where cold air with low velocity is supplied usually 
at floor level (displacement ventilation). 

2.2.1 Confluent Jets  

Confluent jets occur when jets are issuing from different apertures in the same 
plane in parallel directions and at a certain distance downstream they coalesce 
and move as a single jet [27].  

These phenomena have been mapped in a series of experimental and nu-
merical studies [36-43]. The studies show that confluent jets can be divided 
into five regions. 

The initial region stretches to about 2dj (where dj is the jet diameter). In 
this region the jets show no signs of interaction with each other or a decrease 
in velocity. The converging region begins after 2dj where the jets converge 
towards the central line of jet matrix. The jets along the edges of the matrix 
bend faster than those closer to the central line. The merging region starts 
where the jets have started to merge, which starts around 4dj for the edge jets 
and later for the more central jets. The combined region starts after the mini-
mum velocity of the jets is no less than 90% of the maximum velocity, some-
where after 9-14dj. The confluent core zone (CCZ) starts after all the jets have 
combined into a single zone with uniform streamwise velocity and low turbu-
lence in along the central line. This zone is called the confluent core zone be-
cause it is similar to the potential core of a single jet. This region starts approx-
imately 20dj downstream and continues to about 11dj*n (where n is the number 
of jets in the row). The two parameters that have the highest effect on the 
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confluent jets are the diameter dj and the spacing distance, S, between the jets. 
Therefore, the combined parameter S/dj is the most significant factor. The 
higher S/dj is, the further down the merging region and combined region starts. 
High S/dj also prolongs the CCZ but lowers the velocity and the turbulence in 
this zone. S/dj factor has no influence on the entrainment rate of the combined 
jet.   

Confluent jets on curved surfaces behave in a similar way to those on a 
plane surface, but the converging force between the jets that are curved away 
from each other is smaller than between those that are parallel. This means that 
a square matrix of nozzles on a curved surface will produce a slightly oblong 
CCZ instead of a uniform one. 

2.2.2 Confluent Jets Ventilation  

Since the studies show that the velocity of confluent jets decays slower than 
other forms of jet because of less entrainment of surrounding air, the momen-
tum is therefore conserved better and ventilation based on CJ has better pene-
tration of the occupied zone than other ventilation strategies [30, 31].  

Some research has been done on a form of hybrid system between displace-
ment ventilation and mixing ventilation based on confluent jets. This system is 
called wall confluent jets (WCJ). The jets attach to the wall due to the Coanda 
effect and become a wall jet. This occurs in three regions, which can be de-
scribed based on jet diameter (d), distance between the jets and the wall (x) and 
distance from the nozzles (r) [30]. The process begins with the free jet region 
(0<√(r/d)<5.9) where the jets bend towards the wall and decelerate due to the 
adverse pressure gradient. How fast the airflow decelerates in this region de-
pends on the distance to the wall. Airflow close to the wall (√(x/d)<1.6) decel-
erates less than airflow in the centerline of the array due to less entrainment. 
In the Coanda effect region (5.9<√(r/d)<11) the combined jets behave as a 
wall jet with similar velocities both close to the wall and in the centerline. At 
the start of the wall jet region (5.9<√(r/d)<11) the airflow behaves as wall jet 
with similar velocities and decays near the wall and in the centerline. However, 
at the end of the wall jet region (15.5<√(r/d)) the air in the centerline becomes 
more influenced by outside forces (impinging pressure from floors, etc.) [30]. 
Studies have shown that WCJ conserves the momentum better than other types 
of jets (free confluent jets, free plane jet and plane wall jet) [30-31].  

The WCJ was compared to traditional mixing and displacement ventilation 
in an office environment. The study showed that the flow pattern in the room 
is strongly dependent on the nozzle diameter d and the number of nozzles. The 
study also considered the impact of the height of the supply device and differ-
ent configurations of the nozzle array, and both of these factors showed little 
or no impact on the flow pattern in the room.  

The WCJ had higher heat removal effectiveness than standard MV but 
slightly lower than DV. The WCJ was able to provide good thermal comfort 
and mixing degree in the occupied zone, which can be a problem for some DV. 
It did however require slightly higher airflow and fan power than DV. WCJ is 
a good mix between MV and DV with good benefits from both systems [32-
33]. 
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To the author’s knowledge not much research has been done on mixing air 
distribution systems with supply devices designed to generate confluent jets 
under VAV conditions.  

2.3 Indoor Climate and Measures of Performance 

2.3.1 Thermal Comfort 

Thermal comfort is defined in the ASHRAE standard as “that condition of 
mind which expresses satisfaction with the thermal environment” [44]. 

One of the commonly used indexes for measuring thermal comfort within 
the scientific literature is PMV-PPD standard. The PMV-PPD standard is de-
fined by ISO 7730 and was developed by P.O. Fanger by sampling responses 
from occupants regarding thermal comfort under controlled conditions [45]. 
The PMV is the “Predicted Mean Vote” of thermal comfort by large group 
occupants under the same thermal conditions. The PMV vote is distributed 
over a 7-step scale: -3 (cold), -2 (cool), -1 (slightly cool), 0 (neutral), +1 
(slightly warm), + 2 (warm), +3 (hot).  

The PMV value can be calculated in normal indoor conditions by measuring 
six factors, see Table 1. 

Table 1. Factors influencing PMV value 

Factor Symbol Range 
Metabolic rate M 0.8–4 [met]    (46–232 [W/m2]) 

Clothing index Icl 0–2 [clo]  (0–0.310 [m2°CW]) 

Air temperature  ta 10–30 [°C] 

Radiant temperature tr 10–40 [°C] 

Air velocity var 0–1 [m/s] 

Partial air pressure  pa 0–2700 [Pa] 

 
The factors are usually measured or simulated simultaneously in points at spe-
cific heights (0.1, 0.6, 1.1 and 1.7) to correspond to the height of ankle, waist 
and head for a seated or standing person [44]. The PMV value is then calcu-
lated according to the following equations:  
 
𝑃𝑀𝑉 0.303 . 0.028  
 𝑀 𝑊 3.05 10 5733 6.99 𝑀 𝑊 𝑝  
0.42 𝑀 𝑊 58.15 1.7 10 𝑀 5876 𝑝

0.0014𝑀 34 𝑡  
3.96 10 𝑓 𝑡 273 𝑡𝑟 273 𝑓 ℎ 𝑡 𝑡   (1) 

 
Where, 
 
𝑡 35.7 0.0028 𝑀 𝑊 𝐼 3.96 10 𝑓 𝑡 273

𝑡𝑟 273 𝑓 ℎ 𝑡 𝑡  

𝑓  
1.00 1.290𝐼        𝑓𝑜𝑟        
1.05 0.645𝐼        𝑓𝑜𝑟       

𝐼 0.078
𝐼 0.078 
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ℎ  
2.38 𝑡 𝑡 .        𝑓𝑜𝑟      2.38 𝑡 𝑡 . 12.1 𝑣  

12.1 𝑣                    𝑓𝑜𝑟     2.38 𝑡 𝑡 . 12.1 𝑣
 

 
The PPD (Percentage of People Dissatisfied) can be calculated directly from 
the PMV value:  
 

𝑃𝑃𝐷 100 95 . .    (2) 
 

2.3.1.1 Local Thermal Discomfort  

Even if the general thermal sensation is satisfactory, occupants may still expe-
rience discomfort due to local influences. The PMV-PPD model does not in-
clude the effects of turbulence in the perception of thermal comfort. Therefore, 
it is often complemented by DR (draft rate), which is the percentage of occu-
pants who experience discomfort due to draft. The draft rating is calculated 
from the three factors Ta, Ua and TI (turbulence intensity) [47]. 
 

𝐷𝑅 34 𝑇 𝑈𝑎 0.05 . 0.37𝑈 𝑇𝐼 3.14   (3) 
 
Vertical air temperature difference ΔT is defined as the difference in air tem-
perature for a seated person with low activity level (< 1-2 MET) between ankle 
level (0.1 m) and head level (1.1 m) [46]. 
 
International thermal comfort standards uses different combinations of indices 
to define different categories of thermal comfort, see Table 2.  

Table 2. Comparison of different thermal comfort standards (European, Swe-
dish and American) 

ISO 7730 
[47] 

Category  C B A 

PPD - < 15% < 10% < 6% 

PMV - -0.7 < 
PMV < 0.7 

-0.5 < 
PMV < 0.5 

-0.2 <PMV 
< 0.2 

DR - <30 % <20 % < 10 % 

Miljö- 
byggnad 
[48] 

Category Bronze Silver Gold - 

PPD < 20% < 15% < 10% - 

PMV -1 < PMV < 
1 

-0.7 < 
PMV < 0.7 

-0.5 < 
PMV < 0.5 

- 

DR - - - - 

ASHRAE 
[44] 

Category - - General  
comfort 

- 

PPD - - <10% - 

PMV - - -0.5 < 
PMV < 0.5 

- 

DR - - <20 % - 



 13 

2.3.2 Indoor Air Quality 

Acceptable Indoor Air Quality (IAQ) is defined in the ASHRAE standard 62.1-
2016 [49] as “Air in which there are no known contaminants at harmful con-
centrations as determined by cognizant authorities and with which a substantial 
majority (80% or more) of the people exposed do not express dissatisfaction.” 

Poor IAQ affects occupants in three ways [34]: 
 
• Discomfort: odors and stuffy air 
• Acute health problems: burning eyes, chest symptoms and 

transmission of airborne disease 
• Chronic or delayed health effects 
 

There are also many studies that show that poor IAQ can lower the perfor-
mance and productivity of occupants [10-16].  

Since there are hundreds of pollutants and contaminants that can adversely 
affect the IAQ there is no direct way of measuring all aspects of IAQ. There 
are, however, a number of standards using different heuristics to minimize the 
risk of poor IAQ based on measurable indicators and readily available data. 

2.3.2.1 CO2 Concentration 

CO2 concentrations indoors rarely reach levels where they have a direct impact 
on the occupants’ health or their perception of the IAQ. However, since hu-
mans generate CO2 in proportion to their MET, the CO2 concentration is a good 
indicator of odors and other contaminants generated by occupants. The CO2 
concentration can be estimated based on number of occupants and their MET: 

 

𝐶 𝐶    (4) 

 
Where Cs is the CO2 concentration in the breathing zone Co is CO2 concentra-
tion outside, N is CO2 generation per person in l/s based on their MET and Vo 
is airflow in l/[s×p] [47]. Since CO2 is not absorbed by the indoor environment 
and is easy to measure it is often used as an indicator, where the generally 
accepted concentration level for risk of discomfort and headaches is 1000 PPM 
[27]. A recent study however has shown that adverse effects from the CO2 
levels on cognitive ability starts at a much lower level [10]. 

2.3.2.2 Airflow Rates 

A common way of setting a standard for IAQ is to set a minimum allowed 
airflow rate based on a known metric. In a comparison between different na-
tional ventilation standards in 16 European countries [50], several different 
metrics were used as basis for air flow rate such as: 

 
• flow rate per number of persons 
• flow rate per floor area 
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• flow rate per number of rooms 
• fixed flow rate per room type 
• number of air changes per hour 
• combination of different metrics 

 
In the same study a calculation of the airflow rate per person was based on 

a case for a classroom with 50 m2 floor area, a height of 2.8 m and 25 occu-
pants. The results showed that per person the airflow rate would vary between 
4.2 and 12 l/s, see Table 3. 

 
Table 3. Airflow rate and CO2 concentration in European classrooms. 

Country  Airflow rate 
[l/s/person] 

CO2 concentration**[ppm] 

Finland  12 833 
United Kingdom  10 920 
Germany 9.8 931 
Hungary 9.8 931 
Netherlands 9.6 942 
Norway 8.6 1005 
Slovenia 8.5 1012 
Portugal  8.3 1027 
Lithuania 6 1267 
Czech Republic 5.6 1329 
Poland 5.6 1329 
Bulgaria 4.8 1483 
Greece  4.7 1506 
Italy  4.7 1506 
France  4.2 1638 
Romania 4.2 1638 
Sweden * 7.7 1075 
ASHRAE Standard *  6.2 1239 

*= not included in the study from 2011, added based on floor size and occu-
pants Swedish standard classrooms 7 + 0,35 l/s [48], ASHRAE standard class-
room 5 +0.6 l/s [49] **= Estimated using Eq. 4, assumed MET = 1.2 and CO2 
= 400 PPM. 

2.4 Ventilation Performance 

A review of the ventilation literature identifies four primary tasks for a venti-
lation system with regard to indoor air quality, comfort, contamination control 
and energy performance [27]. The same study defines these four tasks as: re-
moval of indoor contaminants, exchanging the air, removal of heat and pro-
tecting the local occupants. There are a number of indexes used to compare the 
performance of different ventilation systems.   

2.4.1 Nominal Time Constant and Air Change per Hour 

The nominal time constant is a measure of how old the average outlet air is and 
is given by [27]: 
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𝜏    (5) 

 
Where V is the volume of the room and Q is the total airflow. The inverse of 
the nominal time constant is air change rate (ACH or sometimes N) [1/s, 
(1/h)]which is often used to set standards for airflow rates.  

2.4.2 Mean Age of Air 

The local mean age of air is measured and defined by using detectable gas as 
a tracer gas and measuring the concentration of that gas over a period of time 
[27]: 

𝜏 𝐶 𝑡 𝑑𝑡  (6) 

 
Where C(0) is the original concentration of the tracer gas, Cp(t) is the concen-
tration of gas in a local point at a specific time t.  

2.4.3 Air Change Effectiveness 

Air Change Effectiveness (ACE) is a measurement of how effective the air 
distribution system is at exchanging the air at the breathing level. ASHRAE 
Fundamentals 2013 defines Air Change Effectiveness as: 
 

𝜀   (7) 

 
Where 100% would represent perfect mixing.  

2.4.4 Ventilation Effectiveness for Heat Removal  

Ventilation effectiveness for heat removal is an index developed to compare 
how effectively the ventilation system can remove heat from the occupied zone 
based on the supply temperature (Ts) [27]:  
 

𝜀   (8) 

 
Where Te is the exhaust temperature and Tp is the temperature in the occupied 
zone.  

2.4.5 Ventilation Effectiveness for Contaminant Removal  

In the same way the ventilation effectiveness for contaminant removal can be 
assessed based on the concentration of contaminants in the supply (Cs), exhaust 
(Ce) and occupied zone (Cp) [27].  
 

𝜀   (9) 
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For mixing ventilation εt and εc are usually equal to or less than 100% and for 
displacement ventilation εt and εc are usually above 100% [27].  

2.5 CAV and VAV 

Since the airflow rate has such a big influence on energy use by the building 
heating, ventilation and air conditioning system, much research is being done 
on the effects of CAV, VAV and DCV [51].  

CAV (Constant Air Volume) is the simplest form of ventilation regulation 
method and is the most commonly used type of forced ventilation. It uses a 
constant airflow for each zone during its hours of operation. It is easy to install 
and program, but it is not energy-efficient since it always uses the maximum 
airflow even in cases of low occupancy density. In Sweden 87% of schools, 
85% of care facilities and 75% of all offices have CAV [18].  

VAV (Variable Air Volume) uses multiple preset airflows based on as-
sumed load curves, time controls or preset temperature indicators. Mechani-
cally VAV works by opening or closing dampers to match the current load in 
a ventilated space. If the temperature is too low in a room the mechanical 
damper closes slightly, which raises the pressure in the ventilation duct, and 
the fan compensates by lowering the fan speed, thus reducing the fan power 
and the forced airflow through the building. This results in lower heat and elec-
tricity usage [50] and therefore lower costs [21, 22]. 

The results from a government survey regarding energy use in Swedish 
public buildings show that energy use by ventilation systems in Swedish 
schools doubled from 1990 to 2006. The electrical power used by ventilation 
fans in Swedish schools has gone from 11 kWh/m2 to 23 kWh/m2. This is on 
average 27% of the total electrical power usage in Swedish schools. This is 
explained by high airflows in schools because of the high occupant density. 
Most Swedish schools have mechanical ventilation (90%). It is estimated that 
a change to variable air volume (VAV) could save 0.12-0.33 TWh per year 
[18]. Norwegian field studies have shown that it is possible to reduce the aver-
age energy use for ventilation in a classroom by 38% to 51%, when replacing 
CAV with DCV [52].   

VAV can be optimized to maximize either indoor climate or energy sav-
ings. A number of studies have been performed on the application of optimiz-
ing the supply air temperature (TS) with regard to internal heat load and out-
door temperature [21–23]. Studies show that about 29–36% [22, 23] of annual 
energy use could be saved by optimizing TS in relation to the heat loads in 
educational environments instead of maintaining a constant supply tempera-
ture. Similarly, 30–39% of the energy use could be saved in an office environ-
ment by having a varying supply temperature adapted to the internal heat load 
[24]. 
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There are some common reported problems concerning indoor climate in 
VAV systems: 

 
1. Insufficient supply of outdoor air  
2. Stagnant air 
3. Draft   

 
To avoid these problems, it is important that the air distribution system func-
tions optimally for the preset span of airflow rates and that the sensors which 
regulate the airflow rate function properly so that the system can compensate 
for any deviation from the preset parameters. The most commonly used sensors 
in VAV systems are temperature or CO2 sensors to measure the indoor climate 
and pressure sensors to control the airflow rate.  
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3 Methods 

This chapter explains the different methods used in Papers I-V. 

3.1 Measuring Methods 

3.1.1 Tracer Gas Measurement 

The tracer gas method is used to calculate mean age of air and ACE at a given 
point or volume by measuring the concentration of a specific substance, i.e., 
tracer gas. There are different methods for injecting the tracer gas into the 
measurement space. The method used in Papers II, III and IV was the decay 
method (sometimes called step-down method), whereby an initially uniform 
concentration is achieved at the beginning of the measurement in the measured 
space and the concentration is measured continuously. The slope of decay in 
concentration is used to calculate the local air mean age of air via a regression 
analysis (Eq. 6).   

The tracer gas that was used in the field study was sulfur hexafluoride (SF6). 
The gas was first supplied to the room manually and was then mixed through-
out the room using three movable fans for three minutes. At the beginning of 
each measurement the concretion was the same in all six measurement points.  

The tracer gas method was used in Paper II to measure the mixing and local 
mean age of air at specific points in the classroom (Eq. 7). The local mean age 
of air was also used to calculate CO2 concentration in the occupied zone using 
Eq. 4.  

3.1.2 Thermocouple Measurements  

Thermocouple is a temperature sensor made from a junction of two different 
metal alloys. The other ends are connected to a copper circuit with a known 
reference temperature. Because of the Seebeck effect an electrical current will 
occur in the circuit as a function of the difference between junction temperature 
and the reference temperature. Thermocouples are widely used for indoor tem-
perature measurements because of their low cost and flexibility.    

The temperature measurements in the Papers II, III and IV were done with 
type T thermocouples. The margin of error for a standard type T thermocouple 
is less than 0.2 °C for normal indoor temperatures.  

Thermocouples were used to measure the temperature gradient and the var-
iation of room temperature in the room. The temperature data was also used to 
calculate the efficiency of heat removal using Eq. 8.  

3.1.3 Constant Temperature Anemometry (CTA) 

CTA probes consist of very fine wires which are kept at a constant temperature. 
In order to keep the wires at a constant temperature a voltage is applied. Since 
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the voltage required to maintain temperature consistency will vary with the 
cooling affect from the surrounding air movements, the voltage applied be-
comes a measurement of the mean velocity and the turbulence intensity. In 
Papers III and IV the air velocity data needed to calculate the thermal comfort 
was measured using 30 CTA probes. The CTA probes were calibrated for the 
velocity range 0.05 and 1.00 m/s and had an air speed accuracy of ±0.05 m/s 
and temperature sensor accuracy of ±0.2 °C. The sampling interval for all 
measurements was set to 60 s, with the response time of 0.2 s to 90% of a step 
change. 

3.1.4 Thermal Comfort Measurements 

Thermal comfort measurements in Paper II were done with a thermal comfort 
meter which is based on the equations and theory described in the chapter 2.3.1.   

The data necessary to calculate the thermal comfort was a thermal comfort 
data logger INNOVA 1221. The data logger uses four probes to measure the 
air temperature, air velocity, humidity and radiant temperature. The tempera-
ture probe is a Pt-100 resistance probe with an accuracy of ±0.2 °C and the air 
velocity probe is a CTA with an accuracy of ±5% that measures air velocity 
and turbulence intensity (TI) [53].  

The data was collected on a computer with INNOVA 7701 software based 
on the ISO 7730 standard [47] for calculating PMV, PPD and DR (Eq. 1, 2 and 
3). The software enables coordination of the built-in modules and connected 
transducers to derive information and estimate PMV and PPD.  

The thermal comfort measurements were used in Paper II to evaluate the 
comfort level under different heat loads. In Papers III and IV the air velocity 
data needed to calculate the thermal comfort was measured using 30 CTA 
probes.  

3.1.5 Laser Doppler Anemometry (LDA) 

Laser Doppler Anemometry (LDA) is a non-intrusive measurement technique 
that was introduced in the 1960s. It samples the velocity components by meas-
uring the frequency of the scattered light from seeding particles that are illu-
minated by one or more laser beams in a given measurement volume. The 
measurement technique has high accuracy for measuring both the velocity and 
turbulence in a given direction.  

In Paper I the velocity profiles of the nozzles were measured with a Dantec 
Dynamics FlowLite 2D LDA system. The system measures two perpendicular 
velocity components using two lasers: one green 10 mW Nd:YAG Laser with 
a wavelength of 532 nm and one red 10 mW He-Ne with a wavelength of 632.8 
nm. The length (dz) and diameter (dx, dy) of the measurement volume was 0.78 
mm and 0.060 mm for the red laser and 0.66 mm and 0.050 mm for the green 
laser. The output signal was processed by a Dantec Dynamic BSA F60 flow 
processor. The optical probe had a diameter of 27 mm and focal length of 100 
mm. The lasers had been calibrated for a measuring span of -1.99 to 13.88 m/s 
for the red laser and -1.67 to 11.67 m/s for the green laser.  
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3.1.5.1 Seeding 

The LDA equipment measures the velocity of the seeding particles that follow 
the airflow. The seeding particles are some form of non-toxic liquid such as 
alcohol or oil. In the experimental study a smoke machine was used to produce 
approximately 1 µm droplets of aqueous di-alcohol glycerol mixture. In order 
to obtain a homogeneous seeding density throughout the flow field, mixing 
fans were used to distribute the seeding particles throughout the test facility. 
The mixing fans were then shut off and the seeding particles were allowed to 
be continually recycled through the nozzle duct and supply fan since the test 
room is a closed system.   

3.1.6 Orifice Plate  

Orifice plate is a device used to measure the volume flow of fluids in pipes. 
The volume flow is calculated by measuring the pressure difference between 
two points in a pipe, which are separated by a plate with an orifice. The shape 
of the orifice is standardized and the correlation between volume flow and the 
pressure drop has been verified by experimental studies. The pressure drop 
over the orifice plate used in Papers I, III and IV was measured with a 
SwemaMan 80 micro manometer.  

3.2 Numerical Methods 

This section describes the numerical simulations used in Papers I, IV and V.  

3.2.1 Governing Equations in Paper I 

The model is steady state, 3D, incompressible and isothermal. The effects of 
buoyancy and radiation are assumed to be zero. Based on these assumptions 
the Reynolds-averaged Naiver-Stokes (RANS) equations are given by:  

0  (10)  

𝜇∇ 𝑈 𝜌𝑢 𝑢  (11)  

 
Where the Reynolds stresses ( 𝑢 𝑢 ) are given by the Boussinesq hypothesis: 

𝜌𝑢 𝑢 2𝜇 𝑆 𝛿 𝜌𝑘 (12)  

 
Where k is the turbulent kinetic energy and μt is the eddy viscosity. The strain-
rate tensor, Sij, is expressed as:  

𝑆 0.5  (13)  

3.2.2 Turbulence modeling in Paper I  

The shear stress transport k - ω model (SST k – ω) was chosen as the turbulent 
transport model because of previous success in simulating similar cases. The 
SST k – ω model was developed by Mentner [54] and is based on the standard 
k- ω model and the standard k – ε model. The SST k – ω model uses the standard 
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k – ε model for the bulk flow and the standard k – ω model near the wall. The 
transport equations for the SST k – ω model are:  

 

𝜇 𝑃 𝜌𝛽∗𝑘𝜔 (14)  

 
𝜕 𝜌𝑈 𝜔
𝜕𝑥

𝜕
𝜕𝑥

𝜇
𝜇
𝜎

𝜕𝜔
𝜕𝑥

𝑃 𝜌𝛽𝜔 2 1 𝐹 𝜌𝜎𝜔
1
𝜔
𝜕𝑘
𝜕𝑥

𝜕𝜔
𝜕𝑥

 

(15) 
 

Where eddy viscosity  𝜇  ∗⁄  ,   ⁄
    (16), 

,𝑃 min 𝑃 , 10𝜌𝛽∗𝑘𝜔  (17), 

 𝑃  ,  𝛽∗  𝛽∗
⁄  ⁄

⁄
 ,  (18) 

 
F1 is the blending function and its constants are: 
𝛼  0.52 ,  𝑅  8 , 𝛼∗  1 , 𝜎  1.176 , 𝜎  2.0 ,  𝜎  1.0, 
𝜎  1.168 ,   𝛼  0.31 , 𝛽 , 0.075, 𝛽 , 0.0828, 𝛽∗ 0.09, 
 

3.2.3 Numerical Details in Paper I 

The commercial finite volume solver Fluent 17.2 (Ansys, 2016) was used to 
numerically solve the governing equations. The SIMPLE algorithm was used 
to control the pressure-velocity coupling. The gradient was solved with the 
least squares cell-based method. The numerical schemes and under-relaxation 
factors for the different terms can be found in Table 4.  
Table 4. Numerical schemes and under-relaxation factors in Paper I 

Term: Scheme: Under-relaxation 
factor: 

Pressure Second order 0.8 
Momentum Quick (Third order) 0.2 

Turbulent Kinetic Energy Second order upwind 0.8 
Specific Dissipation Rate Second order upwind 0.8 

 
The solution was considered converged if the velocity in the residual was less 
than 10-3 for the continuity and less than 10-4 for k and ω. At least 40,000 iter-
ations were used for each simulation.  

3.2.4 Governing Equations in Papers IV and V  

The model is assumed to be steady state and 3D and incompressible. The buoy-
ancy effect is included in the momentum equation, where the density is mod-
eled by the incompressible ideal gas law. The radiation heat is accounted for 
by the discrete ordinates (DO) model. Based on these assumptions the Reyn-
olds-Averaged Naiver-Stokes (RANS) equations are given by: 
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0    (19)  

 

𝜐 𝑢′𝑢′ 1 𝑔   (20) 

 

𝛼 𝑢′𝑇′  (21)  

 

where 𝑢 𝑢  and  𝑢 𝜃  are extra terms and unknown, called Reynolds stresses 
and turbulent heat fluxes, respectively. By using the Boussinesq hypothesis 

(𝑢 𝑢 ) and (𝑢 𝜃) are defined by: 
 

𝑢′𝑢′ 𝜐 𝛿 𝑘  (22)  

 
Where υt is the kinematic turbulence viscosity with dimensions m2/s. υt can be 
expressed as the product of a turbulence velocity scale and length scale. k is 

turbulent kinetic energy defined as 𝑘 𝑢 𝑢 /2 and δij is the Kronecker 

delta: 
 

𝑆 0.5  (23)  

 
The turbulence heat fluxes are modelled in a similar way by:  
 

𝑢′𝜃 ′   (24)  

 
where σt is turbulence Prandtl number and assumed to be constant in this study. 
 

3.2.5 Turbulence in Papers IV and V 

In Papers IV and V, the 𝜗 𝑓 model was implemented. In the 𝜗 𝑓 model, 
additional transport equation of 𝜗  is solved together with an equation for el-
liptical relaxation function (f). This model solves the governing equation of k 
and ε all the way down to wall surface without using wall functions. The ve-
locity fluctuation normal to the streamlines is used as the velocity scale to cal-
culate near-wall turbulence eddy viscosity. The turbulence kinetic energy k and 
its dissipation ε, the wall normal stress 𝜗 , and the elliptic relaxation function, 
f are given by: 
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(28) 
 
With: 

Eddy viscosity:  𝜇  𝜌𝜇 𝑣2𝑇𝑡𝑠  (29) 
Turbulence production: 𝑃 𝜇 𝑆  𝑆 2𝑆 𝑆   (30) 

Turbulence time scale:   𝑇 min max ,𝐶 ,
√

    (31) 

Turbulence length:     𝐿 𝐶 max 𝑚𝑖𝑛 ,
√

,𝐶
⁄

  (32) 

The constants are: 

 𝐶 𝐶 1 0.045 𝑘 𝑣⁄  , 𝐶 1.4 , 𝐶 1.9 , 𝐶 1.4 , 

𝐶 0.3 , 𝐶 0.22 , 𝐶 0.23 , 𝐶 70 , 𝜎  1.3𝑚 ,𝜎  1.0,  
𝛼 0.6   
 

3.2.6 Numerical Details in Papers IV and V 

The commercial finite volume solver Fluent 19.5 (Ansys, 2019) was used to 
numerically solve the governing equations. The installed memory was 128 GB 
and 24×2.50 GHz processors (Intel Xeon E5-2680 v3) were used. The numer-
ical schemes and under-relaxation factors for the different terms can be found 
in Table 5.  
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Table 5. Numerical schemes and under-relaxation factors in Papers IV and V 
Term: Scheme: Under-relaxation 

factor: 
Pressure PRESTO! 0.5 

Momentum 3rd MUSCLE 0.5 
Turbulent Kinetic Energy 3rd MUSCLE 0.8 
Rate of dissipation of tur-

bulent kinetic energy 
3rd MUSCLE 0.8 

Elliptic relaxation factor Second order upwind 0.8 
Wall normal Reynolds 

stress component 
Second order upwind 0.8 

 
The parameters for the DO Radiation model were set to 10 energy iterations 
per radiation iteration, 2 Theta divisions, 3 Phi divisions, 1 Theta pixels, and 3 
Phi pixels. The solution was considered converged if the residual was less than 
10−3 for the continuity and less than 10−4 for u, v, w, k, ε, f and 𝜗 . At least 
20,000 iterations were used for each case. 

3.3 Statistical  Methods  

This section details the statistical methods used in Paper V.  

3.3.1 Response Surface Method (RSM) 

The response surface methodology (RSM) is a combination of mathematical 
and statistical methods used to construct a predictive model between a number 
of response variables and a number of design factors. The method numerically 
approximates the predictive model by fitting an approximate function to sev-
eral points within the design space (design points), where through experimental 
tests or simulations the values of the response variables are known.   

The RSM assumes that a response variable Y has a relationship to k number 
of factors according to: 
𝐘 𝐟 𝐱𝟏, 𝐱𝟐, 𝐱𝟑, … , 𝐱𝐤 𝐞     (33) 

 
Where f is an unknown response function and e is an error term, due to meas-
urement errors.  
 
In most RSM studies f is assumed to be a second-order polynomial function 
with the following form: 

𝐘 𝛃𝟎 ∑ 𝛃𝐢
𝐤
𝐢 𝟏 𝐗𝐢 ∑ 𝛃𝐢𝐢

𝐤
𝐢 𝟏 𝐗𝐢𝐗𝐢 ∑  𝐤

𝐢 𝟏 𝛃𝐢𝐣𝐗𝐢𝐗𝐣
𝐤

𝐣 𝐢
 𝐞  (34) 

Where Xi to Xj are design factors, β0 is the model intercept coefficient and βi, 
βii and βij are unknown regression coefficients for linear, quadratic, and com-
bined terms. In order to fit the equation to all possible combinations of design 
factors within the design space the RSM requires that the design points contain 
three levels of each factor (low, middle, and high) commonly coded as -1, 0 
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and 1. If these three levels were to be tested separately the number of runs 
required would be 3×3×3×3 = 81 for four design factors. By using an experi-
mental design where each level of the design factors is strategically tested in 
conjunction with other design factors levels the number of runs can be reduced.  

When the values of the response variables have been obtained by the ex-
perimental design, the unknown regression coefficients can be attained by us-
ing the least square method. This means starting from approximate values to 
more precise values by minimizing the sum of the squares of errors over a 
series of iterations.  

All the cases from Table 6 were simulated and the results regarding the 
response variables (PMV, TE, TP, εT, ACE and DR) were collected, see Paper 
V for more details. The quadratic models include all the estimated regression 
coefficients for each term based on the design parameters XH, XN, XQ and XTS. 
The larger the magnitude of the coefficient, the greater the impact the term has 
on the response variable. The P values less than 0.05 indicate that the effects 
are statistically significant at a 95% confidence level. Therefore, the insignifi-
cant terms (P>0.05) can be removed from the quadratic model without decreas-
ing the accuracy of the predicted result. The most insignificant term (highest P 
value) was removed, and the model was recalculated, by repeating the process 
until all the remaining terms in the model are statistically significant. The co-
efficient of determination R2 indicates the quality fit of the regression equation. 
The resulting model and equations are called reduced model and reduced equa-
tions. The reduced equations are simpler and are therefore more generalized 
and useful for control systems.  

3.3.2 Experimental Design Based on Box-Behnken Design  

There are many different design of experiments (DOE) methods used to reduce 
the number of experiments required to establish a reliable result. In this study 
Box-Behnken Design (BBD) is used, which reduces the number of CFD runs 
from 81 to 27. This is because the BBD tests the parameters in “pairs” in a 
fixed matrix, see Table 6. However, in the BBD the last runs (runs 25-27) are 
the same “central” case designed to give an independent estimate of the meas-
urement errors and natural variation found in physical experiments. Since CFD 
simulations with the same boundary conditions and same set-up will generate 
the same outcome (or at least very similar outcomes), runs 26 and 27 do not 
have to be simulated since the simulation results will be identical to run 25.  

The parameters heat load (H, 10-20-30 w/m2), number of nozzles (N, 24-
36-48 #), airflow rate (Q, 7.5-10-12.5 l/(s×p)) and supply temperature (TS, 15-
16.5-18 °C) are assumed to be natural variables and are denoted independent 
design factors as XH, XN, XQ and XTS. A three-level, four-factor BBD generated 
the design matrix for the CFD boundary conditions (XH, XN, XQ and XTS), see 
Table 6. The internal heat load XH was simulated for the mid-level with the 
addition 600 W from the six persons in the room, the low level was simulated 
by subtracting a 300 W cooling effect on one of the walls (to represent heat 
loss through a window in winter time) and the high level was simulated by 
adding a 300 W heat load on the floor area next to the “window” to simulate 
extra heat from sunlight during the summer. The total internal heat load for 
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low-, mid- and high-level XH are therefore 300 W, 600 W and 900 W over a 
total floor area of 30.24 m2. A velocity inlet matrix with a number of nozzles 
XN and the corresponding airflow rate XQ was simulated for each case, using a 
previously validated CFD model for the CJV supply device. The nozzle matrix 
had two rows of XN/2 number of nozzles for each case. The corresponding sup-
ply temperature XTS was set at the inlet matrix for each case.  

Table 6. Box-Behnken design matrix for CFD simulation conditions 

Run XH XN XQ XTS XH XN XQ [l/(s p)] XTS [°C] 
1 -1 -1 0 0 10 24 10.0 16.5 
2 1 -1 0 0 30 24 10.0 16.5 
3 -1 1 0 0 10 48 10.0 16.5 
4 1 1 0 0 30 48 10.0 16.5 
5 0 0 -1 -1 20 36 7.5 15 
6 0 0 1 -1 20 36 12.5 15 
7 0 0 -1 1 20 36 7.5 18 
8 0 0 1 1 20 36 12.5 18 
9 -1 0 0 -1 10 36 10.0 15 

10 1 0 0 -1 30 36 10.0 15 
11 -1 0 0 1 10 36 10.0 18 
12 1 0 0 1 30 36 10.0 18 
13 0 -1 -1 0 20 24 7.5 16.5 
14 0 1 -1 0 20 48 7.5 16.5 
15 0 -1 1 0 20 24 12.5 16.5 
16 0 1 1 0 20 48 12.5 16.5 
17 -1 0 -1 0 10 36 7.5 16.5 
18 1 0 -1 0 30 36 7.5 16.5 
19 -1 0 1 0 10 36 12.5 16.5 
20 1 0 1 0 30 36 12.5 16.5 
21 0 -1 0 -1 20 24 10.0 15 
22 0 1 0 -1 20 48 10.0 15 
23 0 -1 0 1 20 24 10.0 18 
24 0 1 0 1 20 48 10.0 18 
25 0 0 0 0 20 36 10.0 16.5 
26* 0 0 0 0 20 36 10.0 16.5 
27* 0 0 0 0 20 36 10.0 16.5 
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4 Case Studies  

In this chapter the case studies for all five papers are presented. Papers II-V are 
all cases studies with room level analysis, each with multiple cases and set-
ups, see Table 7.   

Table 7. Boundary conditions for case studies 

Paper II III IV V 
Room Class Class Conference Conference 
# of CJ 
Cases 

4 10 6 25 

Persons 16-28 10-28 6 6 
ACH (1/h) 2.7-6.2 2.2-6.3 2.3-3.2 2.0-3.4 

Q (l/s) 133-312 100-285 50-70 45-75 
QP (l/(s×p)) 6.5-11.1 10-15 8.6-11.6 7.5-12.5 

U0 (m/s) 0.5-2.1 0.4-2.0 0.7-3.0 0.8-2.6 
Heat load 
(W/m2) 

37-55 17-48 22 10-30 

TS (°C) 20.4-20.8 15-18 16.5-17.5 15-18 
CLO 0.8 0.9 - 0.5-1.0 
MET 1.0 1.1 - 1.1 

 

4.1 The Confluent Jets Supply Device 

In all five papers the same type of supply device was used, but with slightly 
differing configurations. The confluent jets supply device (CJSD) is a circular 
duct of differing length and diameter, with multiple rows of nozzles. The noz-
zles are spaced at 100 mm intervals (center-to-center) and the rows are offset 
from each other by 50 mm (see Figure 1). The diameter, length and number of 
nozzles are set to keep air velocity and noise level below the requirements.  

 



 28

Figure 1.  Confluent jets ventilation supply device. 
 

The nozzles themselves have an in-
ner diameter of 28 mm and are di-
vided into three equal circle seg-
ments. Each circle segment has a 
flange which reaches into the circu-
lar channel in order to direct air out 
of the nozzle (see Figure 2).  

The novel design of the nozzle and 
their spacing makes it possible to 
distribute air evenly along the nozzle 
duct under a low pressure drop. This 
is due to the fact that the flanges in 
the nozzles act upon the dynamic 
pressure and are not dependent on 
the static pressure. 

 

Figure 2.Schematic of the nozzle. 

 

 
The five papers all use different nozzle configurations adapted to each case 
study. See Table 8.  

  Table 8. Nozzle matrices for every case in Paper I-V. 

Paper Sides per 
diffuser 

Matrix (Rows×Columns) Nozzles per side  
(Total) 

I 1 5×19 95 
(95) 

II 1, 2 5×38, 3×38 190, 228  
(418) 

III 2, 2 3×38 114  
(456) 

IV 2 1×19,2×19,3×19 19,38,57 
(38,76,114)  

V 2 12-24  24-48  
(48-96) 
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4.2 Classroom Studies  

4.2.1 Paper II 

This field measurement was performed in a classroom at a local school in the 
city of Gävle in Sweden. The classroom’s dimensions are 8.0 × 7.5 × 3.0 m. 
The supply system at the time of the study was two DV supply devices with 
CAV 300 l/s which was the typical set-up for almost all classrooms at that 
school. The study was carried out by installing MV with CJV in one of the 
classrooms.  

4.2.1.1 Experimental Set-up  

Five different set-up cases were made with different heat load supply devices 
(see Table 9). Case 1 aims to simulate the current situation at the school, which 
consists of two wall-mounted DV supply devices with a total airflow of 300 
l/s. Cases 2–5 use two CJSDs which consist of circular channels with 190/228 
round jets placed in an interlocking pattern, with a horizontal one/two-way di-
rection. Case 2 has similar airflow rate as Case 1, while Cases 3–5 use airflows 
based on 5 l/s per person plus 0.6 l/s per m2 floor area [49]. The set-ups also 
included person simulators (manikins) with a thermal power of 95 W each to 
simulate a person with a MET value of 1.0 (CLO is assumed to be 0.8). The 
fluorescent lights and the test equipment inside the classroom were estimated 
to consume 650 W of electrical power. During each case local mean age of air, 
vertical temperature gradient and thermal comfort were measured. 

Table 9. Case set-up Paper II 

Case Supply 
device 

Mani-
kins 

Airflow 
[l/s] 

Airflow 
[l/(s×p)] 

Heat 
load [W] 

Ts [°C] 

1 DV 28 299 10.7 3300 20.8 
2 CJSD 28 312 11.1 3300 20.8 
3 CJSD 28 181 6.5 3300 20.6 
4 CJSD 22 156 7.1 2700 20.7 
5 CJSD 16 133 8.3 2200 20.4 

 
Figure 3 show the experimental set-up of the classroom where the red points 
indicate the measuring points for tracer gas. Tracer gas measuring points 
(TGMP) 1–5 are all located at a height of 1.2 m and are in the breathing zone 
(BZ – zone where people breathe 0.1 -1.7 m above the floor). TGMP6 is lo-
cated at the outlet at a height of 2.6 m in order to measure the nominal time 
constant (τn) (Eq. 5).  
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Figure 3. Experimental set-up: eight TMPs A-K in blue, TGMPs 1-6 in red 
and manikins in black. 

The vertical temperature gradient was measured using eight thermocouples at 
different heights, the temperature was measured every second and logged for 
20 minutes in each of the 11 thermal measure points (TMPs) A-K which are 
marked as blue points in Figure 3.  

The thermal comfort was measured in the same TMPs A-K at four heights 
for each TMP. The heights 0.1, 0.6, 1.1 and 1.7 m were chosen to represent the 
height of ankle, waist and neck for both sitting and standing persons.  

All measurements were started two hours after the ventilation and the man-
ikins had been started in order to facilitate steady-state conditions.  

4.2.2 Paper III 

The measurements were carried out in the laboratory at the University of 
Gävle. They took place in a well-insulated test room with the dimensions 8.4 
× 7.2 × 2.7 m.   

Thermocouples and constant temperature anemometers (CTA) were used to 
measure temperatures. In total, 38 thermocouples (type K with an accuracy of 
±0.2 °C) were used: 6 thermocouples were used to measure the walls, ceiling 
and floor temperature, 2 thermocouples measured the supply and outlet tem-
perature, and 30 thermocouples measured the vertical temperature gradient at 
six different locations in the occupied zone (Location A–F), see Figure 4. The 
thermocouples for the six vertical temperature gradients (VTG) were placed at 
heights of 0.35, 0.85, 1.4, 2.0 and 2.6 m. 
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CTA probes were used to measure the air speed, root mean square (RMS) 
of the velocity and temperature at 30 points. The probes were placed at five 
different heights (0.1, 0.6, 1.1, 1.7 and 2.3 m) at locations A–F. In combination 
with the thermocouples, the temperature measurements from the CTA were 
used to analyze the room air temperature distribution. 

Tracer gas, sulfur hexafluoride (SF6), was used to measure the local mean 
age of air at the locations A, B, C, D and F at a height of 1.1 m. The decay 
method was used to calculate the nominal time constant (τn) and the local mean 
age of air (τp). 

Twenty-eight manikins with a sensible heat production of about 100 W each 
were used to simulate the human heat load. Other internal heat loads included 
heat from measurement equipment, which was 50 W; no lighting load was used 
during the measurements. Figure 4 shows the positions of the manikins for 
each heat load. 

 
Figure 4. Set-up of measurement points and manikins. Measurement points and place-
ments of SJMV and confluent jet devices, red manikins were turned on for the 10 p (per-
sons) cases, red and blue were turned on for 19 p cases and red, blue and yellow were 
turned on for the 28 p cases 

4.2.2.1 Experimental Set-up  

Five experimental cases were investigated, see Table 10. The cases are named 
using supply temperature, airflow rate per person and number of persons. 
Three cases had TS = 16 °C and an airflow rate of 10 l/(s×p), while two cases 
had TS = 18 °C and 15 l/(s×p). The difference in airflow rate between the two 
supply temperatures was chosen, also in relation to the heat load, to maintain 
the average room temperature (nominal setpoint = 23 °C) for all cases. The 
nominal setpoint temperature was chosen to comply with a classroom with 
comfort category A for the winter season with corresponding clothing and ac-
tivity levels according to ISO-7730 [51]. Three different heat loads were tested, 
as shown in Table 10: Two cases with TS = 18 °C and three cases with TS = 16 
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°C. The supply temperatures are set for cooling because of the heat load gen-
erated due to the middle to high occupancy density in case 2, 4 and 5. 

Table 10. Case set-up Paper III 

Cases Manikin Airflow 
Rate (l/s) 

Heat Load 
(W/m2) 

ACH 
(-) 

Case 1–18 °C-15 l/(s×p)-10 p 10 150 17 3.3 

Case 2–18 °C-15 l/(s×p)-19 p 19 285 32 6.3 

Case 3–16 °C-10 l/(s×p)-10 p 10 100 17 2.2 

Case 4–16 °C-10 l/(s×p)-19 p 19 190 32 4.2 

Case 5–16 °C-10 l/(s×p)-28 p 28 280 47 6.2 

4.3 Detailed Study of Supply Device  

4.3.1 Paper I  

The LDA measurements were carried out in the laboratory at the University of 
Gävle. They took place in a well-insulated test room with the dimensions 8.4 
 7.2  2.7 m. The door and the air vents were closed during the measurements 
and all the internal heat sources were turned off during the experiment (except 
for the centrifugal fan and the measurement equipment) in order to keep the 
conditions as isothermal as possible.  

4.3.1.1 Experimental Set-up 

The airflow was supplied by a centrifugal fan controlled by a frequency regu-
lator. The airflow rate was measured by an orifice flow meter. The pressure 
drop over the flow meter was measured with a SwemaMan 80 micro manom-
eter, which has an error margin of ±0.3 % or ±0.4 Pa at 23 °C. The fan was 
started, and the flow regulated at the beginning of each measuring session. The 
fan was then left running and the pressure drop was measured and noted at 
regular intervals in order to detect any drift in the flow rate. After the flow 
meter, a 90° bend led the air into two honeycombs in order to get a more uni-
form and laminar flow. After the honeycombs a three-meter-long 250 mm alu-
minum pipe led the air directly into the CJV supply device, see Figure 5.  
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Figure 5. Experimental set-up for Paper I.  

 

4.3.1.2 Confluent Jets Supply Device Configuration 

The CJV supply device consists of a circular channel with 95 round nozzles 
placed in an interlocking pattern (five rows with 19 nozzles, with two rows 
slightly offset). The nozzle duct is two meters long and has a diameter of 250 
mm.  

Due to the complex geometry of the nozzles and the fact that velocity pro-
file varies from nozzle to nozzle along the duct, it is not possible to determine 
the characteristics of the flow exit of the nozzle duct by only measuring veloc-
ities in one nozzle. Therefore, velocities were measured in nine nozzles using 
62 measurement points for each nozzle in a square pattern evenly distributed 
across each of the nine measured nozzles, see Figure 6. 

 

 
Figure 6. Picture of CJV, 95 nozzles and position of the nine measured nozzles. 

4.3.1.3 Numerical Set-up 

4.3.1.4 Geometrical Setup and Boundary Conditions  

Both the connecting pipe and the nozzle duct from the experimental set-up 
were modeled. The connecting pipe has a diameter, D, of 250 mm and length 
of 3 m, and the nozzle duct is 2.05 meters long and has the same diameter as 
the connecting pipe. The nozzle duct has five rows of 19 identical nozzles. 
Both the connecting pipe and the supply device were split by a symmetry plane 
in order to reduce computational complexity. 

The inlet was placed at the beginning of the connecting pipe. The inlet 
boundary conditions were defined with a uniform velocity field and a constant 
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temperature. The velocity was set to 0.52, 1.04 and 1.56 m/s to correspond to 
the three different airflows. The turbulence intensity and hydraulic diameter 
were used to determine k and ω. The turbulence intensity was set to 10% for 
all three cases. 

The outlet boundary conditions were defined as pressure outlets but were 
placed at 8 dj downstream from the nozzles by axial extrusion in order to ensure 
convergence and to accurately capture the complex vortex flow that occurs in 
the nozzles.  

4.3.1.5 Mesh Strategy  

Grid independence was tested using different mesh densities and grid config-
urations. The difference in results between the different mesh densities was 
determined by comparing the velocities in the measurement points. The mesh 
size was increased by roughly one million cells between each mesh refinement, 
see Table 11. 

Table 11. Difference in CFD results between grid sizes 
Grid size: (cells) 2.6 million 3.7 million 4.8 million 5.8 million 
Difference: 6.3% 3.2% 1.9%  

 
The step between 4.8 million cells and 5.8 million cells changed the result by 
only 1.9%, and therefore the mesh with 4.8 million cells was used. For more 
detailed information on the mesh configuration, see Paper I. 

4.4 Conference Room Studies  

4.4.1 Paper IV 

The measurements for Paper IV were carried out in the laboratory at the Uni-
versity of Gävle. The test room was rebuilt as a conference room with the di-
mensions 4.2  7.2  2.7 m.  

4.4.1.1 Set-up 

In Paper IV six experimental cases were investigated. The cases are classified 
using the supply temperature, airflow rate and number of rows. Three cases 
had TS = 17.5 °C and airflow rate of 50 l/s. Each of these cases had one, two 
or three rows of nozzles open on each side of the supply device, while three 
cases had TS = 16.5°C and 70 l/s. The airflow rate and number of nozzle rows 
affect the jet inlet velocity (U0) for each supply device and test case. For the 
two-row cases the top row was blocked, for the one-row cases the two top rows 
were blocked. Each case was identified with the airflow rate, supply tempera-
ture and number of open rows, see Table 12. The measurement was run for at 
least 16 hours to ensure quasi-steady state conditions. The temperature data 
was collected and analyzed to make sure that steady-state conditions had been 
reached. The CTA probes were then traversed in three series to measure the air 
speed and temperature.  
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Trace gas measurements were carried out to measure the mean age of air at 
points A-E and the nominal age of air was measured in the outlet.  
Table 12– Case set-up Paper IV 

 
Nozzles U0 (m/s)  Heat load (W/m2) ACH  

Case 1 - 17.5°C-50 l/s-1R 
Case 2 - 17.5°C-50 l/s-2R 
Case 3 - 17.5°C-50 l/s-3R 
Case 4 - 16.5°C-70 l/s-1R 
Case 5 - 16.5°C-70 l/s-2R 

38 
76 
114 
38 
76 

2.2 
1.1 
0.7 
3.0 
1.5 

22 
22 
22 
22 
22  

2.3 
2.3 
2.3 
3.2 
3.2 

Case 6 - 16.5°C-70 l/s-3R 114 1.0 22  3.2 

 

 
Figure 7. CFD model with measurement points Blue=CTA points, 
Green=thermocouple points, Yellow=tracer gas points. 

4.4.1.2 Geometrical Set-up and Boundary Conditions 

The geometrical set-up has the same dimensions as the physical set-up but has 
been divided by a symmetry plane in the middle of the 4.2 m side. The model 
therefore only models one-half of the room (the right side), see Figure 7, in 
order to reduce computation time. The manikins have the same dimensions as 
persons and are simulated with internal heat loads of 100 W each. The velocity 
components (u, v and w) for each individual nozzle were calculated from the 
numerical model in Paper I, where k and ω were used to determine the k, ε and 
𝜗  at the inlet. Pressure outlet was chosen for the outlet boundary condition 
and the outlet extended by 8d in the numerical model by axial extrusion in 
order to ensure convergence. All the surfaces were assumed to be grey with an 
emissivity of 0.95 except for the highly polished surface of the supply device 
which was set to 0.7. The experimental measurements for 
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inlet/wall/ceiling/floor temperature were used to set the corresponding temper-
ature in the numerical model in Paper IV.  

4.4.1.3 Mesh Strategy 

In Paper IV grid independence was tested using different mesh densities and 
grid configurations. The difference in results between the different mesh den-
sities was determined by comparing the velocities, temperatures and mean age 
of air in the measurement points.  

The mesh size was increased by roughly doubling the number of cells be-
tween each mesh refinement from 6.5 to 24.5 million in two steps. The differ-
ence in results was 6.6% (U [m/s]) and 0.6% (T [°C]) in the first step, and 0.5% 
(U [m/s]) and 0.5% (T [°C]) in the second step. Since the second step between 
12.2 million cells and 24.5 million cells changed the result by only 0.5% the 
mesh with 12.2 million cells was used.  

A range of different mesh strategies and densities was used in the different 
parts of the geometry. The highest mesh density is located in and around the 
nozzles. An unstructured tetrahedral mesh with cell sizes between 1.0 mm to 
15 mm was used in the critical areas around the nozzles, to better capture the 
sharp velocity gradients. The total number of cells in this part of the mesh is 
2.7 million. The ceiling and wall part of the mesh downstream from the supply 
device where the near-field development of the confluent jet is assumed to oc-
cur was meshed using uniform quad strategy with 3.9 million cells. An infla-
tion of 20 layers was used at the walls and ceiling to keep the y+ less than 1. 
The part around the three manikins has an unstructured mesh with an inflation 
layer at the floor and around the manikins, where maximum cell size is 40 mm. 
Likewise the outlet has an unstructured mesh with inflation layers and the out-
let has been extended to 8 diameters of the outlet to prevent backflow. The 
other parts of the mesh are all structured mesh with a maximum cell size of 
40×40×16 mm with inflation layers at the walls, ceilings and floors (see Paper 
IV for more information). 

4.4.2 Paper V 

Paper V is numerical parametric study based on the CFD model from paper 
IV. The model in paper V uses the results from the model in Paper I as bound-
ary conditions. 

4.4.2.1  Geometrical Setup and Boundary Conditions 

Paper V has the same geometrical set-up as Paper IV, but with two distinct 
differences: the nozzle matrix was expanded (to account for the increased num-
ber of nozzles) and moved to the back of the room in order to increase the 
distance to the outlet. The results from Paper III showed that the heat removal 
effectiveness is increased if the outlet is placed away from the jet directions. 
In Paper V the temperature of the walls was set to correspond to the heat load. 
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4.4.2.2 Mesh Strategy 

Paper V used the same mesh strategy as Paper IV but the fine mesh around the 
nozzles were extended because the nozzle matrix was increased in size. The 
nozzle matrix was also moved further to the back of the room in order to in-
crease the distance to the outlet which in paper III proved to beneficial for the 
εT. The extra extension of the fine mesh resulted in a final mesh size of 16 
million cells. 
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5 Results and Discussion 

In this chapter the main results from Papers I-V are presented. 

5.1 Research Question 1 

5.1.1 Experimental study 

The velocity for each nozzle has the same distribution for the three different 
flows and both the average and maximum velocity streamwise are linearly de-
pendent on the flow, Figure 8. The maximum velocities are roughly twice that 
of the average velocity for each nozzle. 

 
Figure 8. Measured velocity for each nozzle: - Avg. @ 25 l/s, -  Avg. @ 50 
l/s, - Avg. @ 75 l/s, ▪Max @ 25 l/s, ▪ Max @ 50 l/s  and  ▪ Max @ 75 l/s. 

For each airflow rate Nozzles 2–9 (see Figure 6) have similar average veloci-
ties while Nozzle 1 has slightly lower velocities. Nozzles 2–7 have slightly 
higher maximum velocities than Nozzles 1, 8 and 9.  

All nozzles have a similar velocity profile to each other regardless of airflow 
rate. The velocity profile has three areas with high velocities and much lower 
velocities outside these three areas. The three high-velocity areas are located 
close to the flanges in each one of the three circle segments in the nozzles 
(marked red in Figure 9). The velocity profile is roughly the same for all nine 
nozzles. However, the nozzles further downstream (Nozzles 8 and 9) have a 
somewhat flatter profile with slightly higher velocities in column c and d.  
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Even though the velocity profiles are similar the velocity measurement shows 
a great variation from measurement point to measurement point, both for the ve-
locities (streamwise, U, and spanwise, V) and the TI. Nozzle 1 has a higher TI than 
the other nozzles, especially as the airflow increases. The nozzles further down-
stream have generally lower TI, which is probably because of the lower bulk ve-
locity. In the points with high U the TI and V is generally low and in points with 
lower U the TI is high and V is comparatively much higher. For more detailed in-
formation see Paper I. 

5.1.2  Numerical study  

5.1.2.1 Validation of the CFD Model  

Validation of the CFD model was performed for the three airflow rates. The CFD 
predictions were compared against the LDA measurements. The LDA measure-
ment shows a great variation in velocities and high turbulence in most parts of the 
nozzles. There are areas with extremely high TI and high variability in the direction 
of flow both streamwise and spanwise for each nozzle. This means that these areas 
have a highly chaotic flow feature with high variation and complexity, which 
makes LDA results from these areas hard to compare with a non-transient CFD 
prediction. Of the 62 measurement points in each nozzle 20 were chosen for the 
validation of the CFD model, see Figure 9. These 20 SMPs are chosen because 
they have on average a measured TI less than 25% and are all located in areas with 
high streamwise velocity and have less complex flow feature, which means they 
are most predictive of the bulk of the mass flow of each nozzle, see Table 13. This 
means that the average velocity in the SMPs has a high correlation to the total air-
flow rate through the nozzle. 

Table 13 shows the comparison of the average U values for each nozzle based 
on the SMPs. The difference per nozzle varies between 0.21 m/s and -0.01 m/s, 
while the difference in percentage varies between 11.8% and -0.6%. This means 
that the CFD model on average over-predicts the streamwise velocities in the SMPs 
by roughly 5%.  

 

Figure 9. Left: position of measurement points. Red points are measurement 
points selected for validation (SMP). Right: measured velocity for Nozzle 4 @ 
75 l/s red (SMP). 
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Table 13. Comparison of average U per nozzle between measurement and CFD 
prediction in SMPs 

Nozzle 1 2 3 4 5 6 7 8 9 Avg. 

CFD U [m/s] 

25 l/s 0.71 0.77 0.83 0.85 0.87 0.79 0.85 0.78 0.78 0.80 

50 l/s 1.47 1.56 1.64 1.69 1.73 1.60 1.72 1.59 1.58 1.62 

75 l/s 2.16 2.29 2.42 2.49 2.54 2.38 2.53 2.37 2.36 2.39 

Diff [%]* 

25 l/s 3.5 2.1 7.4 5.8 11.8 3.1 6.0 2.5 4.5 5.2 

50 l/s 6.5 3.2 6.4 6.6 9.7 3.7 4.8 1.7 1.7 4.9 

75 l/s 7.5 2.0 4.1 5.0 9.2 2.2 3.7 2.0 -0.6 3.9 

Diff avg. [%] 
 

5.8 2.4 6.0 5.8 10.2 3.0 4.8 2.1 1.9 4.7 

*Diff = (Upredicted – Umesaured)/Upredicted 

Figure 10 presents the difference between the CFD model and the measure-
ment for each SMP and for all three flows.  
 

 
Figure 10. Plot of U for CFD and LDA results for all three airflow rates and 
all nozzles R2= 93%. 

By comparing all the SMP values for all three airflows an R2 value can be 
calculated for comparing the accuracy of the CFD prediction for each nozzle 
as a function of the total airflow. The R2 value for the CFD results when com-
pared with LDA results for all three flows is 93% with no bias. The high R2 
value and the low error value suggest that the CFD model has a high ability to 
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accurately predict the velocity profile for each nozzle as a function of the bulk 
flow.  

Since the average difference in mean velocity is roughly 5%, the average 
absolute difference in U-value is less than 10% and the model has very high R2 
values, the model can be considered to be a good predictor of the fluid flow in 
the low-pressure nozzle duct at given range of airflows (25–75 l/s). For more 
detailed information see Paper I.  

5.1.2.2 Simulation Results  

The CFD results show that all nozzles have a similar velocity profile with 
roughly the same shape. The shape of the velocity profile for each nozzle is the 
same regardless of the flow. The velocity profile for each nozzle is dependent 
on its placement (row and column), see Figure 11.   

The magnitude of the velocity profile is directly correlated to the flow as 
shown in Figure 12a. This corresponds well to the results of LDA measurement 
which showed that the average and maximum velocity for each nozzle is line-
arly dependent upon the flow and the similarity between profiles in Figure 12a 
shows that it is only the magnitude of the velocity profile that is influenced by 
the airflow and not the shape of the velocity profile.  

The shape of velocity profile varies slightly depending on the position of 
the nozzle, see Figure 12b-c. The nozzles of the middle row (at the symmetry 
line) all have a symmetrical velocity profile with the two parallel circle seg-
ments being the mirror image of each other. The nozzles one or two rows away 
from the symmetry line have an uneven velocity profile where the two parallel 
circle segments have two different, more uneven profiles. 

In Figure 12b the velocity profile for all three rows at the last column of 
nozzles (19) is shown. All three profiles are wider than previous nozzles and 
have both low Umax and low velocity gradients. The 50% Umax outline covers 
almost the whole nozzle in all three rows.   

Figure 12c shows how the velocity profiles change along the supply device. 
The first velocity profile has a narrow shape with high gradients and a low 
Umax. From the first nozzles to the middle nozzles the shape of the velocity 
profile becomes slightly wider. The Umax increases from the first to the middle 
nozzles and is at its highest levels between nozzles 7-12. From nozzle 12 the 
Umax decreases to the last nozzle (19) where it is back at roughly the same level 
as in the beginning. The shape of the velocity profile however becomes much 
wider as Umax decreases with lower velocity gradients. Therefore, the average 
velocity and the flow through the nozzles increase incrementally even as Umax 
is decreasing.  

The difference in velocity profiles is due to the fact that there are two dif-
ferent forces that drive the flow through the nozzles. In the beginning of the 
supply device, the bulk velocity is higher, and it is the dynamic pressure cre-
ated by the high velocity at the flanges that force out the air in a narrow shape 
with high Umax. At the end of the supply device the bulk velocity is close to 
zero, but the static pressure is higher, and it is the static pressure that creates 
the more even profiles with low Umax and low velocity gradients. 
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Figure 11 - Placements for nozzles in rows and columns 

 
a. Nozzle in row 0 column 10 with 3 different flows. 

 

b. Nozzles in column 19 in row 0, row +1, row +2. 

 

c. Nozzles in row 0 in column 1, 10 and 19. 

Figure 12. – Velocity profile (3D) for nozzles. 
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5.2 Research Question 2 

5.2.1 Field study  

In paper II, the CJV system with VAV was compared to DV in a classroom 
environment in terms of thermal comfort, IAQ and ventilation effectiveness. 
The results from the tracer gas show that the local ACE is about 100% through-
out the occupied zone for all studied cases. Results from the tracer gas meas-
urements as well as of the air temperature measurements indicate that CJV is 
functioning as well as an MV system for this classroom. Therefore, it is rea-
sonable to assume that CO2 concentration in the occupied zone for the CJV 
cases can be estimated using Eq. (4). Table 14 shows that the CO2 concentra-
tion in the occupied zone for Cases 3 and 4 is slightly over the recommended 
value of 1100 PPM, since it is necessary to have at least 7.5 l/s per person to 
reach an acceptable level of CO2 concentration of 700 ppm over outside air 
concentration, i.e., 1100 PPM CO2 [49]. 

Table 14. Measurement results 
Case Airflow 

[l/s] 
P QP 

[l/ (s×p)] 
CO2 

[PPM] 
Tp 

[°C] 
Max 

PPD[%] 
(PMV) 

Max  
DR 
[%] 

εt 
[%] 

1 DV 299 28 10.7 n/a 24.5 10.9 
(-0.52) 

16.4 118 

2 CJV 312 28 11.1 862 24.2 10.9 
(-0.49) 

23.7 99 

3 CJV  181 28 6.5 1198 24.9 5.9 
(-0.18) 

13.7 100 

4 CJV 156 22 7.1 1127 25.1 6.0 
(-0.19) 

12.1 98 

5 CJV 133 16 8.3 1024 24.3 7.7 
(-0.36) 

8.4 99 

Due to stratified conditions DV has higher heat removal effectiveness than 
CJV, which has average heat removal effectiveness of 99% (Cases 2–5). The 
average air temperature in the occupied zone is roughly the same in all cases, 
see Figure 13. 
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Figure 13. Span of air temperature in the OZ for Case 1-5 in paper II. 

The results from the thermal comfort measurements show that DV has a PPD 
between 6.9–10.9% and PMV between (-0.52) to 0.3. In Case 2 CJV has sim-
ilar PMV (-0.49 – -0.09). But when the airflow is adapted to the number of 
occupants in Cases 3–5, the PPD and PMV values improve to less than 7.7% 
PPD and between -0.36 to 0.20 (PMV) (see Figure 14). The maximum air ve-
locities are lower in the occupied zone in Case 1 (0.05 – 0.15 m/s) as compared 
to Case 2 (0.15 – 0.22 m/s), however in Cases 3–5 with lower airflows the 
maximum air velocities range from 0.09–0.19 m/s, see Figure 15. The maxi-
mum draft ratings also improve in Cases 3–5 (6.1–13.7%) as compared to Case 
2 (12.9–23.7%), see Table 14. 

 

Figure 14. Span of PMV values in the OZ for Cases 1-5 in paper II. 

The results from thermal comfort measurements show that Case 1 has some 
problems with low PMV values (below -0.5). It also has some problems with 
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draft and high ΔT, all of which occur at measurement points A-E close to the 
supply devices. This is because of the low temperature. Case 1 has the highest 
span of PMV values because of the high variation of the temperature in the 
occupied zone. 

 

Figure 15. Span of air velocities in the OZ for Cases 1-5 in Paper II. 

Case 2 with CJV has the same airflow as Case 1 (DV) but has slightly higher 
PMV, although it has some problems with draft because of high air velocities 
in the occupied zone, see Figure 15.  

In Case 3, which is the same as Case 2 except it has 40% lower airflow, the 
PMV values are between -0.2 and 0.2. The maximum velocities are also lower 
which reduces the risk of draft.  

Cases 4 has the same span of PMV values because of the same span of 
temperature and velocity as Case 3. Case 3 and 4 both qualify for the A-stand-
ard according to ISO-7710 based on the PMV values (0.2 < PMV < 0.2) alt-
hough the draft rating is slightly too high to qualify.   

Case 5 has slightly lower PMV values due to lower temperatures, which 
would mean that it would help to raise the supply temperature or lower the 
airflow slightly to qualify for the A-standard.  

Cases 3–5 all qualify for the ASHRAE standard General comfort, Miljöby-
ggnad Guld [“Environmental Building Gold”] and ISO 7710 Standard B, see 
Table 2.  

5.2.2 Laboratory study  

5.2.2.1 CJV compared to slot jet mixing ventilation 

In Paper III CJV is compared to a slot jet mixing ventilation (SJMV) diffuser 
at different airflow and supply temperatures. Case 5 in Paper III has compara-
ble airflows, air changes and heat load to Case 1 (DV) and 2 (CJV) in Paper II, 
however, it has 4.8 °C lower supply temperature.  
 



 46

During the measurement it was noted that the temperature in the room was 
unevenly distributed for both SJMV and CJV. This is because the air is distrib-
uted evenly in the classroom, but the heat load is higher at the back (points A-
B) and the center of the room (points C-E). This means that the highest veloc-
ities and the lowest temperatures (and therefore the highest εT) are located in 
the front of the classroom (point F). In Paper II the lowest temperatures and 
PMV values for CJV were also located in the front of the classroom, see Paper 
II Table 3. In both Papers II and III the outlet was located in the front-right 
corner of the room, which means that outlet is located in the coolest part of the 
room, see Figure 16.  

 
Figure 16. Air distribution pattern for CJV and location of outlet and measure-
ment points A-F. 

Therefore, CJV was modified (CJV-M) by adding attachments to the nozzles 
to shift the direction of the air, for more detail see Paper III. The direction of 
the air was shifted to the left side of the room and half of the nozzles facing the 
front wall were blocked to better match the heat load in the room. This in-
creases the inlet velocities in the remaining nozzles. The outlet was moved 
from the front-right corner of the room to the center-right side close to Point E 
which was warmer than the front of the room, see Figure 17.  
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Figure 17. Air distribution pattern for CJV-M and location of outlet. 

The velocity profiles in Figure 18 are very similar for both CJV and CJV-M in 
the low airflow Cases 1, 3 and 4. This is because they both produce relatively 
homogenous conditions, although in Case 4 both of them start to produce 
slightly higher velocities at floor level in point F. The two high airflow Cases 
2 and 5 produce stratified CJV conditions with higher airflows at floor level 
and lower velocities higher up. CJV have more stratified conditions in the front 
of the room, whereas because of the new configurations of the nozzles, the 
CJV-M produces more stratified conditions on the left side and in the middle 
of the room where the occupancy density is higher (Points: A, C and D). The 
lower supply temperature in Case 5 compared to Case 2 seems to increase the 
difference in velocities between the ankle and neck level in the room (0.1 m 
and 1.7 m) for CJV-M. 
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Figure 18. Velocity, temperature and εT for CJV and CJV-M in Case 1-5 for 
Paper III.   □ = 0.1 m, ○ = 0.6 m, ◊ = 1.1 m, ∆ = 1.7 m and ---- = mean. Note: 
The mean does not represent a gradient, it is only a comparison between points. 
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Both CJV systems performs slightly better than SJMV in terms of heat removal 
effectiveness and ACE (94% on average). CJV has on average 99% in εT (same 
as in Paper II) which is comparable to a well-functioning MV system, and it 
has on average 109% in ACE which is halfway between a mixing system and 
the DV system in paper II, see Table 15. The modification of CJV increases 
the εT by about 3–10% depending on the airflow. CJV has a constant εT with 
regard to the airflow, whereas CJV-M increases in εT as the airflow is in-
creased. The εT is connected to the local velocities. CJV-M has higher εT on the 
left side (almost 120% for point A and C for the Case 5) than on the right side 
(100% for B and D for the Case 5, see Figure 18), and the difference increases 
as the airflow is increased. In Case 3 (2.2 ACH), CJV-M still produces homog-
enous MV conditions, but, in Case 1, (3.3 ACH) starts to produce slightly more 
stratified conditions with higher εT than CJV. This is probably due to higher 
velocity at the floor level in the back and at the left side (points: A, B and C) 
for CJV-M. CJV starts to produce more of stratified conditions in Case 4 (4.2 
ACH), for CJV-M has already fully developed stratified conditions with higher 
εT and lower temperatures in points A, C and F. When Cases 2 and 5 are com-
pared, the lower supply temperatures and higher heat load seem to increase the 
velocities but not the εT for both CJV and CJV-M. The new configuration does 
not change the ACE significantly. The average ACE is the same for both CJV 
and CJV-M.  
 

Table 15. εT, ACE and ADPI for SJMV, CJV and CJV-M. 

  Case 1 Case 2 Case 3 Case 4 Case 5 Avg. 

εT 

SJMV 89% 83% 100% 87% 87% 89% 

CJV 99% 99% 100% 100% 99% 99% 

CJV-M 104% 109% 103% 105% 108% 106% 

ACE 

SJMV 95% 94% 98% 90% 93% 94% 

CJV 109% 107% 110% 109% 108% 109% 

CJV-M 108% 109% 105% 112% 110% 109% 

ADPI 

SJMV 96% 100% 88% 100% 96% 96% 

CJV 92% 96% 88% 88% 96% 91% 

CJV-M 88% 96% 88% 92% 92% 91% 
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The modification of the CJV does not seem to change the thermal comfort 
significantly. The ADPI for CJV-M is very similar to CJV with only slight 
variation between the five cases, see Table 15. In terms of PMV, the overall 
performance of the CJV-M and CJV is about the same. The PMV values for 
CJV-M are quite similar to CJV for the two low airflow rate Cases 1 and 3; 
when the occupancy density and the airflow rate is increased, the PMV values 
for CJV-M drop compared to CJV, see Figure 19.  

 
Figure 19. Thermal comfort (PMV and DR) at points A–F for CJV and CJV-
M  □ = 0.1 m, ○ = 0.6 m, ◊ = 1.1 m, ∆ = 1.7 m, –––– = thermal comfort for 
standing person, –––– = thermal comfort for seated person. - - - - = limits for 
class B ISO–773, - - - - = limits for class A ISO-7730, RH = 35%, CLO = 0.9, 
and MET = 1.1. Note: The lines/mean do not represent a gradient, it is only a 
comparison between points. 

This is because of the lower temperature as the εT is increased. The CJV and 
CJV-M have slightly different profiles in the two high airflow Cases 2 and 5. 
In Case 5, CJV-M point A is slightly too low to qualify as class A. In Case 4, 
the CJV is slightly too high to qualify as class A in points B and C; this could 
be due to the variations of boundary conditions. Both supply devices perform 
very well overall in PMV and ADPI. When the two high airflow cases are 
compared, it seems that the lower supply temperature in Case 5 compared to 
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Case 2 increases the velocities and the DR for both supply devices. CJV-M has 
four points above the recommended value of 20% DR (Case 5) compared to 
one for CJV. This is because of the higher velocities in the left side of the 
classroom, see Figure 18. The velocities as well as DR could be lowered and 
PMV values could be increased if the airflow rate was slightly reduced in the 
high airflow cases for CJV-M. If one compares Case 5 in Paper III to Case 1 
in Paper II, it is clear that the CJ systems have much lower spans of both tem-
peratures and PMV values, and they have slightly higher DR. DV has higher 
εT than the CJ systems, but it is very unevenly distributed. Both CJ systems 
could lower the DR by decreasing the airflow rate and still have acceptable 
PMV values and CO2 concentrations.  

In general, CJV have thermal comfort benefits similar to MV with small 
temperature gradients, small spans of PMV, low DR and high ADPI. CJV with 
lower supply temperatures also have higher heat removal effectiveness (109%) 
and ACE (109%) which is roughly halfway between SJMV and DV. Both stud-
ies show that if the supply air temperatures and the airflow rate are optimized 
for the heat load, the energy usages for heating the supply air and operating the 
fans will be minimized.   

5.3 Research Question 3  

To answer research question 3, Papers I, IV and V used numerical models to 
simulate different aspects of the conference room environment. Paper I simu-
lated the velocity profiles for the diffuser, and the numerical model in Paper I 
was used to simulate the boundary conditions for Papers IV and V.  In Paper 
IV a numerical model of a conference room is validated against measurement 
data from a conference room in a laboratory environment. The model from 
Paper IV is then used in Paper V to do a parametric study with the aim of 
determining the optimal set-up for VAV with CJV. 

5.3.1 Numerical study in Paper IV  

In Paper IV tracer gas measurements, CTA-probes and thermocouples were 
used to measure mean age of air, air speed and temperatures. The experimental 
results were mainly used for validation of the numerical model, see Paper IV 
for detailed information on the experimental results.  

5.3.1.1 Validation of the CFD Model 

The numerical model was validated via a statistical analysis by comparing each 
case against the measured results. Since there was a slight difference in the 
temperature profiles of the two sides of the room, an average (over the two 
sides) of both the velocity and temperature measurement was used for the val-
idation of the numerical model. The error between measured and predicted re-
sult was calculated with same equations as in Paper I: 

 T 𝐷𝑖𝑓𝑓𝑒𝑟𝑒𝑛𝑐𝑒 % 
∑ . .

 (35) 
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 U 𝐷𝑖𝑓𝑓𝑒𝑟𝑒𝑛𝑐𝑒 % 
∑ . .

 (36) 

  

 τ 𝐷𝑖𝑓𝑓𝑒𝑟𝑒𝑛𝑐𝑒 % 
∑ . .

 (37) 

 
Table 16 shows the difference between the CFD and the measurements for 
each case. The difference in mean age of air is on average 1.8 minutes (5.4%), 
which is within the estimated accuracy of the tracer gas measurements. The 
difference in nominal time constant is between ±6% with an average of -1.5%, 
which is less than the accuracy of the tracer gas measurements. The error for 
velocity is on average 0.04 m/s (3.1%) and 0.32 °C (4.5%) for temperature, 
which is close to the accuracy of the CTA anemometer. 

 
 Table 16. Difference between measurement and simulation for all cases.  

Case 1 2 3 4 5 6 Avg. 
Air speed 

(m/s) 0.036 0.033 0.044 0.054 0.037 0.037 0.040 
(%) 1.7% 3.2% 6.1% 1.8% 2.4% 3.7% 3.1% 

Temperature 
(°C) 0.29 0.35 0.42 0.27 0.30 0.28 0.32 
(%) 3.6% 4.2% 6.0% 4.0% 4.9% 4.4% 4.5% 

Mean age of air (τp) 
(min) 2.3 0.9 0.7 0.8 1.0 1.0 1.1 
(%) 9.0% 3.5% 2.6% 4.2% 5.3% 5.4% 5.0% 

  
The difference becomes larger for the cases with the lowest inlet velocities 
(Cases 2 and 3). This is due to the difficulty of modeling jets passing a buoy-
ancy driven flow with a non-transient model. The greatest source of error in 
both Case 2 and 3 is the wall zone where the CFD model slightly overpredicts 
the velocities. The model does however show good correlation in the manikin 
and symmetry zones for velocity as well as good correlation of mean age of air 
for both Case 2 and 3. Figure 20 show the velocity profiles close to the ceiling 
for both CFD and measurement. The model predicts the values and the slope 
of the curve very accurately in most cases. The profiles for the one-row cases 
(1 and 4) are identical to the behavior of wall confluent jets. The velocity pro-
file 0.6 m (√(r/d)=4.7) looks like wall confluent jets in the free jet region 
(0<√(r/d)<5.9) [21] and the velocity profile 1.2 m (√(r/d)=6.7) is very similar 
to wall confluent jets in the Coanda region (5.9<√(r/d)<11) [21], see Figure 21.  
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Figure 20. Velocities (x-axis, [m/s]) of the ―CFD and ●CTA (×= measure-
ment range CTA) for all cases at different heights (y-axis, [m]). Left: Velocity 
profile 0.6 m Right: Velocity profile 1.2 m  
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Figure 21. Velocities of the ―CFD and ●CTA for Case 5 at different heights, 
from back to front.  

Figure 21 shows the results from Case 5 where the CFD model predicts the 
two velocity profiles at ceiling level more accurately and therefore has better 
results in the wall zone. The numerical results capture the profile and average 
velocity for each horizontal measurement line in all three zones fairly well. It 
does however slightly overpredict the amplitude for each horizontal line, 
having more variation between each measurement point. This could be because 
the CFD slightly underpredicts the dissipation of momentum. For all six cases, 
the CFD model underpredicts the temperature in the same two areas, at floor 
level (0.1-0.9 m) in the manikin zone and in the symmetry zone, for more 
detailes see Figure 10 Paper IV. The underpredictions in these two areas are 
above the accuracy of the CTA (0.2°C) and range from 0.3 to 0.7°C. This 
underprediction is the reason why the average error of the temperature ranges 
between 0.3 to 0.4°C. In all other areas the model captures the measurement 
results well, both in amplitude and pattern. There is as with the velocities a 
slight overprediction of the amplitude for each horizontal profile, see Figure 
21 for an illustration of these trends for Case 5. The numerical model slightly 
overpredicts the velocities in the wall zone in cases with low inlet velocities 
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and the measurements show that the room does not have a completely 
symmetrical temperature distribution. The overprediction of velocities and the 
underprediction of temperatures in some zones is most likely due to an 
underprediction of the dissipation of momentum, which leads to slightly less 
thermal mixing in the model causing slightly lower temperatures. However, 
the model predicts the ceiling velocity and temperature profile well enough to 
investigate the effects of the number of nozzle rows on the near-field 
development. This and the good correlation both statistically and qualitatively 
shows that the model is proficient enough to predict the indoor environment 
factors in the occupied zone necessary to perform a parametric study with 
regards to energy efficiency, thermal comfort and IAQ.    

5.3.1.2 Simulation results  

The number of rows has a profound effect on the jet development, especially 
on entrainment of surrounding air into the jet. Figure 22 shows the velocity 
profiles at different distances downstream. Case 4 has three times higher inlet 
velocity than Case 6 and therefore has higher velocities downstream. However, 
since the color in Figure 22 is normalized based on inlet velocities, it shows 
that the velocities decline at a faster rate in Case 4 than in Case 6. At a distance 
of 50d Case 6 has maximum velocity of 0.44 m/s (44% of U0), while Case 4 
has a maximum velocity of 0.85 m/s (28% of U0).  

Case 6 also conserves the inlet temperature (16.5 °C) better than Case 4. At 
a distance of 50d the average temperature of the confluent jet is roughly 20° C 
in Case 6, while in Case 4 it is almost 2° C higher (22° C), see Figure 23. This 
is due to lower entrainment of surrounding air, because of lower TI (due to 
lower velocities) in Case 6 a coherent confluent jet is created faster (because 
of smaller distance between the nozzles) and therefore the jet has a smaller 
“surface area” exposed to the surrounding air. Both the temperature and veloc-
ity plots show that the confluent jet attaches itself faster to the ceiling in Case 
6 than in Case 4. This is because the higher momentum and the two rows clos-
est to the ceiling are aimed slightly upwards because of the curvature of the 
channel. The airflow from these two rows changes the angle for the confluent 
jet and the jet reaches the ceiling faster. The confluent jet is also wider in Case 
6 than in Case 4 because the supply array of the confluent jet is wider.  
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Figure 22. Velocity profiles downstream for Case 4 and 6. X=maximum ve-
locity at 50d= 0.85 m/s (28% of U0) for Case 4 and 0.44 m/s (44% of U0) for 
Case 6. 
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Figure 23. Temperature profiles downstream for Cases 4 and 6. 
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Figure 24.  Mean age of air downstream for Cases 4 and 6. 

Figure 24 shows the mean age of air in Cases 4 and 6; the entrainment of air 
into the confluent jet is much slower in Case 6 than Case 4. At a distance of 5d 
in Case 6 part of the jet still has a mean age of air less than 0.25 τn, while the 
jet in Case 4 is mostly above 0.50 τn. At 10d most of the jet in Case 4 is close 
to 0.75 τn, so most of the air entrainment in Case 4 occurs before a coherent 
confluent jet has been formed. At 10d in Case 6 however a coherent jet has 
been formed and because of the attachment to the ceiling a “protective layer” 
below the boundary layer of the ceiling has been formed which slows down 
the entrainment of the air attached to the ceiling. This effect continues to 50d 
where the air close to the ceiling is still only 50% mixed in Case 6, while in 
Case 4 most of the jet’s air is above 0.75 τn.  
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The effects on the jet development also affect the temperature, velocity and 
IAQ in the occupied zone of the room. Figure 25 shows the jet with the highest 
velocity in Case 4 when it reaches the occupied zone. However, because of 
high entrainment the jet has been mixed more with the air from the occupied 
zone. The jet in Cases 5 and 6 has a lower penetration (see velocity isoform at 
velocity=0.3 m/s) and much lower entrainment with the air from the occupied 
zone, which results in the isoform for the mean age of air reaching much further 
into the room. 

 

Figure 25. Isoform of velocity= 0.30 m/s and age of air = 0.8 τn, with temper-
ature between 19–23°C for Cases 4–6. 

This increase in penetration of air into the room results in differences in ACE 
for the different cases, see Table 17. This shows that a larger array with lower 
momentum is more efficient in terms of IAQ. The three cases with lower air-
flow, Cases 1–3, have higher ACE than the other cases. It should however be 
noted that the mean age of air in Cases 4–6 is still lower than in Cases 1–3, 
because of the higher air change rate.  

Figures 25–26 illustrate that the case with the highest inlet velocity (Case 
4) has the lowest energy efficiency in terms of both heat removal and ACE in 
the part of the room away from the outlet. Case 6 with the same airflow, but 
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one-third of the inlet velocity, has a much more even ACE in the BZ. Since 
ACE in some of the cases and εT in all of the cases are above 100% it means 
that the system theoretically could use a lower air flow rate than a perfect mix-
ing system and still achieve the same thermal comfort in the occupied zone. 
This would reduce energy demand of the ventilation system since a lesser air 
flow rate would have to be heated/cooled and the power of the fans would be 
reduced.  

 
Figure 26.  Velocity and temperature profiles for Cases 1–6.  

As previously mentioned in the measurement results section there are lower 
measured velocities below 1.3 m in the manikin zone and to a lesser degree in 
the symmetry zone. The vector field in Figure 26 shows that there is a stagna-
tion point in velocity behind the back of the manikins between the downwards 
airflow at the wall and the upwards airflow from the manikins. In the multiple 
row array cases (2, 3, 5 and 6), buoyancy forces (Ar>0.049) from the manikins 
are the main driving force in the occupied zone, moving the air up from floor 
level like displacement ventilation. In the one-row cases (1 and 4), however, 
the momentum from the jet is the main driving force (Ar<0.01), bending the 
vector field towards the jet, distorting the plumes from the manikins and draw-
ing in the air from the occupied zone. This results in Cases 5–6 having lower 
temperatures (0.7 °C) than Case 4 in the occupied zone where the heat and 
contaminants are forced upwards in the plumes, but the heat and air are not 
directly entrained into the center of the confluent jet as shown in Figures 22–
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24. Cases 1 and 4 have no clear plumes because of the distortion from the mo-
mentum of the confluent jets, but the low airflow Cases 2 and 3 have more 
well-developed plumes than high airflow Cases 4 and 5 because of higher Ar-
chimedes numbers. 
 
The high inlet velocity case (Case 4) also underperforms in terms of local ther-
mal comfort compared to the five other cases. The five other cases have similar 
values for DR and velocities, see Table 17. All cases have ADPI values above 
90%, which indicates uniform thermal conditions in the occupied zone. Cases 
1-4, 6 have very low velocities (<0.2 m/s) and low DR (<20) in at least 98% 
of the occupied zone; their highest velocity is 0.26 m/s (Case 1) and the highest 
DR is 23% (Case 6) in the occupied zone. Case 4 has high velocities and high 
DR close to the floor because the momentum of the high inlet velocity is con-
served into the occupied zone. The maximum velocity is 0.40 m/s and the high-
est DR is 40% at ankle level in the occupied zone, which would cause thermal 
discomfort.  
 
The variation of temperature at ankle level in Case 4 is very small (<1.0 °C), 
therefore the high DR values are not caused by uneven temperature distribu-
tion. There is, however, a high correlation between the DR and variation in 
velocities at ankle level in Case 4, see Table 17.  

Table 17. Energy efficiency and thermal comfort in OZ for Cases 1–6. 

Case 1 2 3 4 5 6 

U0 2.2 1.1 0.7 3 1.5 1 

εT 1.04 1.05 1.05 1.03 1.04 1.05 

ACE 1.02 1.03 1.03 0.94 0.97 1.02 

ACE-0.95* 1 0.99 0.88 0.4 0.53 1 

ADPI 0.93 0.95 0.92 0.97 0.94 0.9 

DR-Max 22 15 17 40 22 23 

DR < 20 0.99 1 1 0.89 0.99 0.99 

Vel.-max 0.26 0.23 0.23 0.4 0.24 0.24 

Vel.<0.2  0.98 1 1 0.88 0.98 0.99 

*ACE-0.95= percentage of area at 1.1m with ACE>0.95 

The main conclusions from the present study are: 
The 𝜗 𝑓 model in combination with the DO radiation model is an ade-

quate turbulence model to study the confluent jets ventilation (CJV) supply 
devices and showed few tendencies for numerical instabilities. The numerical 
predictions with 𝜗 𝑓 model had the best agreement with the experimental 
results, both statistically and qualitatively, and is computationally cost-effi-
cient enough to run numerous cases needed for a parametric study.   



 62

A larger array with multiple rows and lower inlet momentum conserves in-
let temperature and mean age of air better than a single-row array with higher 
inlet momentum due to the confluent effect. Since the single row has higher 
momentum because of a smaller inlet area, the velocities downstream are 
higher which leads to higher velocities at floor/ankle level in the occupied 
zone, even though the velocities decline at a faster rate for a single row array 
at 0-50d. 

The results show that the size of the array has a great impact both on near-
field development and on the conditions in the occupied zone. The multiple 
row arrays had higher IAQ in the occupied zone because the larger array con-
serves the mean age of air better. Because of lower inlet velocities, they also 
had lower velocities at ankle level, which decreases the risk of draft and ther-
mal discomfort.   

5.3.2 Parametric study in Paper V  

In Paper V 27 CFD runs were simulated according to the RSM matrix, the 
resulting full quadratic equations are detailed in the Results and discussion sec-
tion in Paper V. The reduced model and reduced equations for each response 
variable are presented in this section. The responses of PMV0.5, PMV0.75, 
PMV1.0, TP, εT ACE and DR are the averages in the occupied zone between the 
heights 0.1–1.7 m. The averages were calculated from 16,000 points evenly 
distributed through the occupied zone. The DR%<20 is the percentage of those 
points with a DR<20 and TE is the average temperature of the mass flow 
through the exhaust, see Table 18.  

The data presented in Tables 19–20 shows the reduced models for PMV, 
TP, TE, εT and ACE. The regression equation for the PMV values, TP, TE, DR 
and εT have very high R2 values (98.26-99.81%) which indicates that equations 
have a high predictive value. The R2 values for DR%<20 and ACE are lower 
(94.85% and 86.61% respectively), which means that the predictive accuracy 
is significantly lower, however the low P values of some of the terms indicate 
a high influence on the predicted results and the general trends for the results 
regarding these terms will still have a high degree of confidence, See Paper V 
for more details.  

Table 19 shows the coefficients for each term for the regression equations 
for the three different CLO factors. The reduced equations all have very high 
R2 values (99.7%) and have the same five terms. The heat load (XH) and supply 
temperature (XTS) have a high impact and are positively correlated to the PMV 
values. The airflow rate (XQ) also has a high impact but is negatively correlated. 
The quadratic term (XQ×XQ) and the combined (XH×XQ) have a lesser impact 
and have a negative and positive (respectively) correlation to the PMV values. 
All three PMV values are independent of the number of nozzles. 
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Table 18. Simulation results for response variables. 

Run PMV 
CLO 
0.5 

PMV 
CLO 
0.75 

PMV 
CLO 
1.0 

TE TP εT ACE DR DR%<
20 

1 -1.76 -1.03 -0.52 20.4 19.9 1.16 1.08 13.4 88% 
2 0.88 1.16 1.35 28.2 27.5 1.06 1.06 6.7 99% 
3 -1.77 -1.04 -0.53 20.4 19.8 1.17 1.06 11.9 94% 
4 0.90 1.18 1.37 28.0 27.6 1.04 1.04 7.2 100% 
5 -0.10 0.34 0.65 25.2 24.7 1.06 1.04 8.8 98% 
6 -1.42 -0.75 -0.28 21.3 20.7 1.11 1.09 12.5 93% 
7 0.86 1.14 1.33 28.2 27.6 1.06 1.04 6.0 100% 
8 -0.51 0.00 0.36 24.0 23.5 1.10 1.10 10.5 100% 
9 -2.26 -1.44 -0.87 19.0 18.4 1.18 1.08 14.2 86% 
10 0.39 0.75 1.00 26.7 26.0 1.07 1.06 8.3 99% 
11 -1.28 -0.64 -0.18 21.9 21.3 1.17 1.07 11.4 94% 
12 1.34 1.54 1.68 29.7 28.9 1.07 1.06 5.4 100% 
13 0.34 0.71 0.96 26.7 26.2 1.06 1.03 7.5 99% 
14 0.51 0.84 1.08 26.9 26.4 1.05 1.03 6.6 100% 
15 -0.98 -0.38 0.04 22.8 22.1 1.12 1.10 12.4 89% 
16 -0.95 -0.36 0.05 22.8 22.1 1.11 1.09 11.2 96% 
17 -1.51 -0.82 -0.34 21.2 20.6 1.12 1.05 11.5 94% 
18 2.04 2.13 2.19 31.4 31.0 1.03 1.03 3.2 100% 
19 -2.01 -1.24 -0.70 19.7 19.1 1.22 1.10 14.1 86% 
20 0.17 0.56 0.84 25.9 25.3 1.06 1.07 8.8 99% 
21 -0.92 -0.34 0.07 22.9 22.2 1.09 1.08 11.3 93% 
22 -0.92 -0.31 0.09 22.9 22.2 1.09 1.08 11.3 93% 
23 0.04 0.46 0.75 25.8 25.2 1.08 1.07 8.5 98% 
24 0.09 0.50 0.79 25.8 25.3 1.07 1.04 8.3 99% 
25 -0.44 0.06 0.41 24.3 23.7 1.09 1.07 9.7 97% 
26 -0.44 0.06 0.41 24.3 23.7 1.09 1.07 9.7 97% 
27 -0.44 0.06 0.41 24.3 23.7 1.09 1.07 9.7 97% 

 
The same five terms that have an impact on the PMV values also have the same 
impact on TP and TE. This is because PMV is highly dependent on the temper-
ature in the occupied zone (TP).  The reduced equations for TP/TE have very 
high R2 values (99.77%). The heat load (XH) and supply temperature (XTS) have 
a high impact and are positively correlated to the TP/TE. The airflow rate (XQ) 
also has a high impact but is negatively correlated. The two terms (XQ×XQ) and 
(XH×XQ) have a lesser impact and have a negative and positive correlation re-
spectively to the TP/TE. As with the PMV values the TP/TE are independent of 
the number of nozzles, see Table 19. 

The reduced equations for PMV values and TP were constructed in the same 
way and were entered into a MATLAB script and the results were calculated 
for all possible combinations of XH, XQ, and XTS. The results are presented in 
Table 19.  
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Table 19. Response variables, Terms and R2-values for reduced equations 

Response 
Variable 

PMV0.5 PMV0.75 PMV1.0 TP TE 

Constant  -6.278 -4.81 -3.773 6.11 6.38 
XH 0.2725 0.227 0.19488 0.8058 0.7937 
XN      
XQ -0.4453 -0.3574 -0.3023 -1.336  
XTS 0.3205 0.26355 0.22529 0.9817 0.9694 
XH×XH      
XN×XN      
XQ×XQ 0.02285 0.01847 0.01569 0.0685 0.06213 
XTS×XTS      
XH×XN      
XH×XQ -0.0137 -0.0114 -0.0098 -0.0412 -0.0399 
XH×XTS      
XN×XQ      
XN×XTS      
XQ×XTS      
R2 99.74% 99.75% 99.75% 99.77% 99.81% 

 
Since the PMV values, TE and TP are independent of the number of nozzles, 
these variables were used to determine a VAV airflow scheme. The MATLAB 
model was set to calculate the average PMV in the OZ based on regulating the 
airflow to keep a constant TE that generates a PMV value close to zero. The 
most optimal case for PMV0.75 has the TE set to 24.0 °C and the TS set to 16.5 
°C. All cases have a minimum flow of 7.5 l/(s×p) and a maximum flow of 12.5 
l/(s×p), see Figure 27. 
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Figure 27. Q, PMV, TE and TP for PMV0.75. Blue TS=15 °C, turquoise TS=16 
°C, green TS=17 °C, red TS=18 °C and magenta TS=16.5 °C. 

TP is consistently 0.6 °C less than TE and the figure shows that the most favor-
able TS is 16.5 °C.  The maximum flow of 12.5 l/(s×p) is reached around 25 
w/m2, which means either additional airflow or cooling is needed to keep the 
average PMV at 0. However, a slight increase in PMV to 0.5 is acceptable 
according to category B in ISO-7730. Likewise, to keep the PMV above -0.5 
additional heating would be needed if the heat load falls below 12 W/m2, or 
the airflow rate needs to drop below 7.5 l/(s×p). 
 
Table 20 shows the coefficients for each term of the regression equations for 
the DR and DR%<20. The reduced equation for DR has a very high R2 
(99.08%). The airflow rate (XQ) has the highest impact and a positive correla-
tion to the DR. The heat load (XH), supply temperature (XTS) and the number 
of nozzles (XN) have a high impact and are negatively correlated to the DR. 



 66

The quadratic and combined terms (XQ×XQ), (XH×XQ) and (XH×XN) have a 
lesser impact on the DR. The reduced equation for the volume of the OZ with 
DR less than 20% (DR%<20) has a lower R2 value (94.85%). This is because 
two of the linear terms (XN and XTS) have very high P values. They cannot 
however be removed without invalidating the quadratic form of the equation 
since the quadratic and combined terms (XH×XN, XH×XTS,XN×XQ and XQ×XTS) 
with low P values are dependent on the two linear with high P values. The 
terms with the highest impact on DR%<20 are XH and XTS which are positively 
correlated; and the quadratic term XH×XH which is negatively correlated. The 
reduced equation for εT has a high R2 (98.28%). The airflow rate (XQ) has the 
highest impact and has a negative correlation to εT. The heat load (XH) has a 
high impact and is negatively correlated to the εT. εT is independent of the sup-
ply temperature. The number of nozzles has a very low impact on the εT, but it 
has to be included because of the remaining quadratic term (XH×XN) which has 
a low impact on εT. The reduced equation for ACE has a low R2 value (86.61%) 
and has been reduced to a simple linear equation. The equation does not pro-
vide a high degree of accuracy, but it does however show that ACE increases 
with a higher airflow and decreases when the heat load and/or the number of 
nozzles is increased. 

Table 20. Response variables, terms and R2-values for reduced equations 

Response Variable DR DR %>20 εT ACE 
Constant  25.84 1.015 1.0432 0.9975 
XH -0.7507 0.02948 -0.00902 -0.000917 
XN -0.1014 -0.00199 0.001049 -0.000507 
XQ 1.464 -0.0997 0.0235 0.0104 
XTS -0.9018 0.0048   
XH×XH  -0.00017 0.000287  
XN×XN     
XQ×XQ -0.0602    
XTS×XTS     
XH×XN 0.00392 -0.000111 -0.000065  
XH×XQ 0.03027 0.000611 -0.0006  
XH×XTS  -0.001227   
XN×XQ  0.00052   
XN×XTS     
XQ×XTS  0.0036   
R2 99.08% 94.85% 98.26% 86.61% 
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Figure 28. DR and DR%>20 for TS= 16.5 °C. ----=N=48 ___=N=24. 

Figure 28 shows that the average DR is well below 20% for any number of 
nozzles at all airflows. At the high airflow end of the spectrum there is no dif-
ference between having a high number of nozzles and a low number of nozzles. 
Because of the higher air temperatures at the maximum airflow rate of 12.5 
l/(s×p) the air velocities are higher, as the low number nozzles does not affect 
the DR. At the lower end of airflow rate a higher number of nozzles is slightly 
more beneficial, due to lower temperatures in the OZ when the minimum of 
7.5 l/(s×p) is reached.  For DR%<20 it is more beneficial to have a high number 
of nozzles when the airflow rate is increased.  
 

 
Figure 29. εT and ACE for TS = 16.5 °C. ---- = N=48,  ___ = N=24. 

The εT decreases slightly as the temperature in the OZ increases and the airflow 
rate remains constant, which is because the temperature difference between TP 
and TE remains constant. It starts at 113% and decreases to roughly 107%, see 
Figure 29. At low heat loads the number of nozzles makes no difference to the 
εT, however at higher heat loads a low number of nozzles has about 2% higher 
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εT than a higher number of nozzles has. Note that it is more beneficial to have 
a low number of nozzles at low heat loads in terms of thermal comfort  because 
of less cooling at already low room temperatures. The ACE value slightly de-
creases when the airflow remains constant and heat load is increased, however 
it rises by 4-6% when the airflow is increased from 7.5 to 12.5 l/(s×p). In terms 
of efficiency, it is more beneficial to have a low number of nozzles to achieve 
higher values of ACE and εT at high heat loads.   
 
Just as the thermal comfort and energy efficiency can be calculated for a VAV 
system, it can also be calculated for different CAV systems with different set-
points (supply temperature and a constant airflow). The setpoints and the cor-
responding results for PMV0.75 are presented in Table 21. 

Table 21. Setpoints for optimal VAV and CAV for PMV0.75. 

Setpoints VAV CAV  

Q [l/(s×p)] 7.5–12.5 12.5 

TS °C  16.5  18.0 

TE °C  24.0  

Results   
TE °C 21.7-25.6  21.3-27.1 

TP °C 21.2-25  20.7-26.5 

PMV (-0.67)-(+0.47) (-0.8)-(+0.9) 

DR Avg. (N=24) 10–12% 8–12% 

DR Avg. (N=48) 9–11% 8–12% 

% of OZ with DR<20% (N=24) 92–96% 88–99% 

% of OZ with DR<20% (N=48) 94–99% 96–100% 

ACE (N=24) 105–109% 109–111% 

ACE (N=48) 104–108% 108–109% 

εT (N=24) 108–112% 108–121% 

εT (N=48) 106–113% 106–122% 

 

For PMV0.75 the most beneficial TS for the VAV system is 16.5 °C. For CAV 
18 °C is the most beneficial TS with an airflow of 12.5 [l/(s×p)]. The VAV has 
a much narrower span of PMV values (half that of the CAV), because of its 
narrower span of room temperatures 4 °C, compared to 8 °C for CAV. In terms 
of ACE and DR<20% (N=48) CAV and VAV are comparable, CAV has a 
higher εT at low heat loads which isn’t beneficial in terms of PMV because it 
adds to the high temperature span.  

Because of the higher airflow rate at low heat loads the CAV system has 
higher εT and a slightly higher ACE than the VAV system. 

Just as in the previous example an optimal VAV and CAV system can be 
obtained for other CLO values. In the case of CLO=1.0, the optimal setpoints 
for a VAV system are TS=15.5 °C and TE=22.6 °C and for the CAV system 
TS=15.5 °C and airflow Q= 10.5 [l/(s×p)]. See Table 22. 
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Table 22. Setpoints for design variables and results for response variables with PMV1.0. 

Setpoints VAV CAV 
Q [l/(s×p)] 7.5–12.5 10.5 

TS °C 15.5 15 
TE °C 22.6  

Results   
TE °C 20.6-24.5  18.7-26.2 
TP °C 20-23.9 18.1-25.6 
PMV (-0.49)-(+0.49) (-0.92) – (+0.90) 

DR Avg. (N=24) 10–13 8-15% 
DR Avg. (N=48) 10–12 9-14% 

% of OZ with DR<20% (N=24) 93–98% 82-98% 
% of OZ with DR<20% (N=48) 89–96% 88-98% 

ACE (N=24) 105–109% 107-109% 
ACE (N=48) 103–108% 105-107% 
εT (N=24) 108–112% 107-118% 
εT (N=48) 106–113% 105-118% 

For PMV1.0 VAV again has a much narrower span of PMV values (half that of 
the CAV), the temperature span of room temperatures is again 3.9 °C, com-
pared to 7.9 °C for CAV. In terms of ACE and DR<20% (N=48), CAV and 
VAV are comparable, CAV has a higher εT at low heat loads which isn’t ben-
eficial in terms of PMV because it adds to the high temperature span. 

In the case of PMV0.5, the optimal setpoints for a VAV system are TS=15.5 
°C and TE=22.6 °C and for the CAV system TS=15.5 °C and airflow Q= 10.5 
[l/(s×p)]. See Table 23. 

 
Table 23. Setpoints for design variables and results for response variables with PMV0.5. 

Setpoints VAV CAV 
Q [l/(s×p)] 7.5–12.5 10.2 

TS °C 18.0 18.0 
TE °C 25.6  

Results   
TE °C 23.1-27.1  21.7-29.4 
TP °C 22.6-26.5 21.1-28.8 
PMV (-0.86)-(+0.55) (-1.34) – (+1.32) 

DR Avg. (N=24) 8-10 5-12 
DR Avg. (N=48) 7-9 5-11 

% of OZ with DR<20% (N=24) 96–99% 92-100% 
% of OZ with DR<20% (N=48) 98–100% 97-100% 

ACE (N=24) 105–109% 106-108% 
ACE (N=48) 104–108% 105-107% 
εT (N=24) 108–112% 107-117% 
εT (N=48) 106–113% 104-118% 

 
For CLO=0.5 VAV again has a much narrower span of PMV values; the tem-
perature span of room temperatures is again 3.9 °C, compared to 7.7 °C for 
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CAV. The draft rate is lower for VAV and DR<20% is higher for the VAV 
than CAV regardless of the number of nozzles, CAV has a higher εT at low 
heat loads which isn’t beneficial in terms of PMV because it adds to the high 
temperature span. Both systems are comparable in terms of ACE.  

The VAV system has a much narrower span of both temperature and PMV 
than the CAV system has. For CLO= 0.5 and 0.75, however, the span is slightly 
higher than the recommended span of (-0.5) to 0.5 PMV. This means that the 
airflow span of QP=7.5-12.5 [l/(s×p)] is too narrow to effectively compensate 
for the heat load span. If the higher airflow rate were to be increased further 
and the supply temperature were increased to compensate, the ventilation sys-
tem should be able to generate a thermal climate between (-0.5) to 0.5 PMV, 
or additional heating from radiators could be added at low heat loads.  

These results show that by adapting the supply temperature to the CLO fac-
tor both thermal comfort and the energy efficiency of the ventilation system 
can be improved. Further energy reduction of the ventilation system can be 
gained by down-regulating the airflow rate in order to keep the air temperature 
at a fixed setpoint when the heat load is decreased. This means that a CJV can 
effectively be combined with VAV to improve work performance with good 
thermal comfort (PMV≈0, DR<20%), above average IAQ (ACE≈106%) and 
with a higher energy efficiency (εT≈110%) than conventional mixing ventila-
tion.  
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6 Conclusions 

RQ1: How are the characteristics for the jets produced by the studied CJV sup-
ply device design and how may the characteristics depend on the supplied air-
flow rate? 

 
Both the LDA measurements and the numerical investigation show that the 
flow and velocity in each nozzle is directly dependent on total airflow. The 
flow distribution does not vary between the three different airflows. The dis-
tribution of flow between the different rows is more or less the same and the 
flow in each column increases slightly for each step downstream.  

The numerical investigation shows that velocity profile for each nozzle has 
the same shape regardless of the airflow but the magnitude of the velocity pro-
file increases as the airflow increases.  

Since the supply device produces the same even distribution of airflow and 
the jets have similar velocities and directions regardless of variation in air sup-
ply, this means that supply device of this kind could be used for VAV and still 
produce confluent jets.  

 
RQ2: How can CJV with VAV improve the classroom environment in 
terms of thermal comfort, IAQ and energy efficiency compared to conven-
tional DV and MV? (Papers II and III) 

 
The results from Paper II show that CJV is able to provide IAQ similar to MV 
ACE (99%). It has much more beneficial thermal climate than the DV system 
with much lower vertical temperature gradients and lower spans of PMV. 
Therefore, using CJV combined with VAV is beneficial for energy use and the 
thermal climate since it is possible to lower the airflow in order to keep an 
acceptable thermal comfort in cases with lower heat load. In this study the 
comfort measurements show that it is possible to have airflows as low as 6.5 
l/s per person and still maintain a good thermal comfort during the measure-
ment period. 

However, the results from the CO2 estimations show that at 6.5 l/s per per-
son CO2 concentration will rise above the recommended value of 1100 ppm. 
Therefore, it is necessary to maintain airflow of at least 7.5 l/s per person in 
order to maintain a high IAQ in the breathing zone.  

Since the CJV has a lower pressure drop compared to the currently used 
supply devices and it is possible to use VAV to lower the airflow rates in cases 
with reduced heat loads, it is possible to significantly reduce the energy usage 
in the school while maintaining the desired IAQ level, while at the same time 
increasing the thermal comfort and the available floor area of the occupied 
zone.  



 72

The results from Paper III show CJV can achieve the same high level of 
thermal comfort and heat removal effectiveness (99%) under VAV with higher 
ACE (109%) if the supply temperature is lowered to 18 or even 16 °C. If the 
air distribution of the CJV is adapted to heat load distribution and the outlet is 
moved away from the air supply area, heat removal effectiveness can be                              
increased to 109%, which is midway between MV and the DV as shown in 
Paper II. In a classroom environment if CJV with VAV have adapted the sup-
ply temperatures with the outside temperatures it will have thermal comfort 
benefits similar to MV with small temperature gradients, small spans of PMV, 
low DR and high ADPI. It will also have higher heat removal effectiveness 
(109%) and ACE (109%) which is roughly halfway between MV and DV. Be-
cause the supply air temperatures and the airflow rate are optimized for the 
heat load, the energy usages for heating the supply air and operating the fans 
will be minimized.   

 
RQ3: What are the optimal set-up conditions for CJV with VAV in a con-
ference room environment under varying seasonal conditions and varying 
heat loads? (Papers I, IV and V) 
 

Both CFD models in Papers I and IV showed a high correlation with the meas-
ured results. The k-ω SST model used in Paper I worked well for simulating 
airflows from the diffuser with high turbulence and sharp velocity profiles. The 
airflow distribution does not vary much between the three different airflows. 
The distribution of airflow between the different rows is more or less the same 
and the flow in each column increases slightly with distance downstream.  

The numerical investigation shows that the velocity profile for each nozzle 
has the same shape regardless of the airflow rate, but the magnitude of the 
velocity profile increases as the airflow increases.  

The 𝜗 𝑓 model worked well for predicting both the jet development and 
the conditions in the occupied zone. The results showed that the number of 
nozzles had a high impact on both jet development and therefore the thermal 
comfort and ACE in the occupied zone. In Paper V, when the position of the 
jet matrix was moved away from the outlet like in Paper III, the ACE and εT 
were improved by roughly 6%. When the supply temperature was adapted to 
the CLO value and the airflow rate was optimized for thermal comfort (PMV) 
with CLO=1.0, the system was able to improve thermal comfort (-
0.5<PMV<0.5 DR< 20% in 93% of the OZ) and improve energy efficiency 
(ACE=106%, εT=110%). At the lower CLO values (0.5 and 0.75) the airflow 
rate span of 7.5 to 12.5 l/(s×p) was too narrow to effectively compensate for 
the heat load range of 10-30 W/m2. The system could be set to compensate for 
either the low end or the high end of the heat load range, but not for both with-
out either changing the supply temperature or adding additional cooling/heat-
ing. Therefore, it is important to consider both the lower limit of the expected 
CLO values and the heat load range when determining the airflow rate range 
of a VAV system.  
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A comparison of the results from the classroom studies in Papers II and III with 
the conference room studies in Papers IV and V shows the following:  

The general trend for ACE is that it increases with the airflow rate. In Paper 
II where the airflow rate was 6.5–11.1 l/(s×p) the ACE was around 100% for 
all cases; in Paper III where the airflow rate was 10–15 l/(s×p) the ACE was 
between 105–112%; and in Paper V with the airflow rates 7.5–12.5 l/(s×p) the 
ACE was 103–110%. This trend is also confirmed by the reduced equation for 
ACE, see Table 20 and Figure 29. For Papers II, III and IV with the unmodified 
CJV, the εT ranges are 98–100%, 99–100% and 102–104% respectively. When 
the outlet is moved to a more favorable position and the CJV is modified like 
in Papers III and V, the εT ranges are 103–109% and 106–113% respectively 
and in both Papers III and V the difference between TE and TP is consistently 
between 0.4–0.8 °C. 

In Paper II (TS=20.5 °C, QP=6.5-11.1 l/(s×p), H=37-55 W/m2, CLO=0.8) 
with additional cooling through the building envelope the PMV span was be-
tween (-0.5) to 0.2. In Paper III (TS=16–18 °C, QP=10–15 l/(s×p), H=17–48 
W/m2,CLO=0.9) the PMV spans were between (-0.4) to 0.3. In Paper V 
(TS=15–18 °C, QP=7.5–12.5 l/(s×p), H=10–30 W/m2,CLO=0.5–1.0) PMV 
spans were between (-0.9) to 0.6 for CLO=0.5. In all three papers the draft 
rates in the occupied zone were relatively low, which means that CJV can be 
combined with VAV to produce good thermal conditions, if the supply tem-
perature is selected with consideration to the expected CLO factor and the air-
flow rate range is wide enough to compensate for the heat load span.  
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7 Future Work 

The results in this thesis could be investigated further to get a more complete 
and more generalized overview. The setup and VAV schemes should be tested 
over longer spans of time, preferably in field studies over more than one sea-
son. So that the influence of variations in the CLO-factor on the thermal com-
fort can be measured. A field study over multiple seasons would also be able 
to measure the VAV schemes effect on the energy use of the HVAC system 
when the outside temperature is varied. A field study that measured both CO2-
levels and temperatures both in the occupied zone and the outlet would test the 
VAV scheme’s ability to satisfy the thermal comfort, IAQ and measure the 
ventilation efficiency on a room level. A field study of this type in an existing 
HVAC system of also measure the response time of the VAV scheme to rapid 
shifts in heat load and contaminate load (CO2). Further, a more generalized 
model for CJV with VAV schemes for other types of rooms would be of value 
both to the scientific literature and for the ventilation industry. 
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