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Abstract: Artificial Intelligence (AI) and related technologies have a long history of being used in education for motivating learners and enhancing learning. However, there have also been critiques for a too uncritical and naïve implementation of AI in education (AIED) and the potential misuse of the technology. With the release of the virtual assistant ChatGPT from OpenAI, many educators and stakeholders were both amazed and horrified by the potential consequences for education. One field with a potential high impact of ChatGPT is programming education in Computer Science (CS), where creating assessments has long been a challenging task due to the vast amount of programming solutions and support on the Internet. This now appears to have been made even more challenging with ChatGPT’s ability to produce both complex and seemingly novel solutions to programming questions. With the support of data collected from interactions with ChatGPT during the spring semester of 2023, this position paper investigates the potential opportunities and threats of ChatGPT for programming education, guided by the question: What could the potential consequences of ChatGPT be for programming education? This paper applies a methodological approach inspired by analytic autoethnography to investigate, experiment, and understand a novel technology through personal experiences. Through this approach, the authors have documented their interactions with ChatGPT in field diaries during the spring semester of 2023. Topics for the questions have related to content and assessment in higher education programming courses. A total of 6 field diaries, with 82 interactions (1 interaction = 1 question + 1 answer) and additional reflection notes, have been collected and analysed with thematic analysis. The study finds that there are several opportunities and threats of ChatGPT for programming education. Some are to be expected, such as that the quality of the question and the details provided highly impact the quality of the answer. However, other findings were unexpected, such as that ChatGPT appears to be “lying” in some answers and to an extent passes the Turing test, although the intelligence of ChatGPT should be questioned. The conclusion of the study is that ChatGPT have potential for a significant impact on higher education programming courses, and probably on education in general. The technology seems to facilitate both cheating and enhanced learning. What will it be? Cheating or AI-enhanced learning? This will be decided by our actions now since the technology is already here and expanding fast.
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1. Introduction

The concept of Artificial Intelligence (AI) was coined in the 1950s (Helm et al., 2020), but the idea of intelligent machines has of course been around for longer, for example in fiction writing (Haenlein & Kaplan, 2019). John McCarthy, by many considered the father of AI (Andresen, 2002; Rajaraman, 2014), defined AI as “the science and engineering of making intelligent machines, especially intelligent computer programs. It is related to the similar task of using computers to understand human intelligence, but AI does not have to confine itself to methods that are biologically observable.” (McCarthy, 2007, p.2). The application of AI and related technologies for education has been labelled as Artificial Intelligence in Education (AIED) and include, for example, uses of AI for learning sciences, interdisciplinary learning, and adaptive learning environments in both the context of formal education and lifelong learning (Luckin et al., 2016).

The fast development of AI technologies has also raised concerns about its implementation in and consequences for education (Humble & Mozelius, 2022a). Prior research has highlighted that response to AI development tend to be over-excited and ill-informed (Bundy, 2017; Alam & Mohanty, 2023) and that a potential problem with, for example, personalized learning on a larger scale through AI technologies is the missing social interactions (Chassignol et al., 2018; Schif, 2021). Prior research has further emphasized ethical concerns regarding the trustworthiness of AI systems, the potential misuse of data (Chaudhry & Kazim, 2022), and risks for biases within the systems (Wang, 2021). This debate sprung to life again with the release of the virtual assistant ChatGPT from
OpenAI in November of 2022 (Alkaisi & McFarlane, 2023). Stakeholders and researchers alike have been both horrified and amazed by the potentials of this new technology for education. How will ChatGPT and future AI systems impact education in, for example, teaching and learning (Kasneci et al., 2023), and academic writing (Alkaisi & McFarlane, 2023), are questions that are now being investigated. In a study by Skjuve, Falstad and Brandtzaeg (2023), it is highlighted that early users are both surprised and impressed by ChatGPT’s abilities. Further, Welsh (2022) have stated that “the conventional idea of ‘writing a program’ is headed for extinction”.

A field where ChatGPT and similar AI technologies can have a potential high impact is Computer Science (CS) education. Creating assessments in CS and programming education has been considered a challenge task for a long time. Prior research has highlighted that the demands put on the teacher in programming courses are often significant due to the challenges of determining, for example, originality of the programming submissions (Douce, Livingstone & Orwell, 2005; Wang et al., 2012). Considering the vast amount of available programming solutions on the Internet, the challenge of determining originality in programming education becomes even more significant. Previous research has investigated different means to identify and prevent cheating in programming courses (Kyrilov & Noelle, 2015; Sindre & Haugset, 2022). However, previous strategies for identifying cheating in programming courses have potentially been made obsolete by the rise of ChatGPT and its ability to produce complex and seemingly novel answers to programming questions. In a study by Yilmaz and Yilmaz (2023), results show that some of the benefits that programming students perceive with ChatGPT is its ability to provide fast answers to questions, debugging, and improve thinking skills and self-confidence. It is therefore of importance to investigate the opportunities and threats of ChatGPT further, and the potential consequences for programming education.

Authors of this position paper are experienced CS teachers and researchers that have engaged in testing and discussing the virtual assistant ChatGPT since the release to evaluate potential impact on CS education. In this paper, several opportunities and threats of ChatGPT for CS education are presented and discussed. The main contribution of the paper is a set of recommendations for teachers in higher education, on how to use and interact with ChatGPT and similar technologies (presented in the conclusion-section). The aim of the paper has been to identify potential opportunities and threats of ChatGPT for programming education. The question that guided the work was:

**What could the potential consequences of ChatGPT be for programming education?**

The remainder of the paper will have the following structure: the introduction is followed by an extended background where key concepts (such as AI, narrow AI, AGI, AIED, ChatGPT, and virtual assistant) are briefly explained; the extended background is followed by the method-section where the study’s approach, and process for data collection and analysis are described; following the method-section is the results and analysis-section where results from the thematic analysis (further described in the method-section) is presented; after this, the results are discussed and compared to previous research in the discussion-section; and lastly, the aim and research question of this paper are answered in the conclusion-section, together with a set of recommendations for teachers in higher education on how to use and interact with this novel technology.

2. **Extended Background**

The exact roots of Artificial Intelligence (AI) can be difficult to determine. However, in the 1940s Isaac Asimov publish a Science Fiction story about intelligent robots which has been considered influential for the development of the concept (Haenlein & Kaplan, 2019). In the academic field, Alan Turing worked on the idea of intelligent machines and how this potential intelligence could be tested, the Turing Test, and in the 1950s Turing published “Computing Machinery and Intelligence” (Haenlein & Kaplan, 2019). The concept of Artificial Intelligence was coined by John McCarthy in 1956 and used for presenting the conference “Dartmouth Summer Research Project on Artificial Intelligence” (Andresen, 2002; Rajaraman, 2014; Haenlein & Kaplan, 2019). A common distinction between different types of AI is that of narrow AI and Artificial General Intelligence (AGI) (Humble & Mozelius, 2022a). Narrow AI refers to AI systems that perform at often super-human level but in a highly narrowed field or task (Bundy, 2017), while AGI refers to AI systems capable at universal problem-solving and often self-improving (Yampolskiy & Fox, 2013). In recent years, AI has been popularized by works of, for example, Stuart Russell and Peter Norvig (2016), Nick Bostrom (2014), and Max Tegmark (2018).

2.1 **What is AIED?**

A subfield of AI research is Artificial Intelligence in Education (AIED), which has been growing for over 30 years (Luckin et al., 2016; Hwang et al., 2020). As a concept, AIED refers to the practice of, or research on, applying AI
technologies in the context of education to support learning, teaching, or decision making (Hwang et al., 2020). Besides being used to power Educational Technology (EdTech), AIED is also used to reach deeper and more detailed understandings of how learning occurs, what is sometimes called the “black box of learning” (Luckin et al., 2016). Prior research has noted that AIED has the potential of making teaching and learning more efficient (Liu, 2018; Humble & Mozelius, 2022a; Tapalova & Zhiyenbayeva, 2022) and could for example assist both the teacher (Bundy, 2017) and the learner (Roll & Wylie, 2016). What has been highlighted as one of the key advantages with AIED is the possibility of facilitating personalized pathways for learning that is mindful of individual needs (Tapalova & Zhiyenbayeva, 2022).

However, prior research has also raised concerns about AI applications in education (Humble & Mozelius, 2022a). The potential biases within AI systems (Wang, 2021), the risk of exploiting teachers’ and students’ data (Chaudhry & Kazim, 2022), and issues concerning ownership and fairness (Bhimidwala, Neri & Gomez, 2021) are contributing to the concerns for trustworthiness towards AIED (Humble & Mozelius, 2019). As pointed out by Pinkwart (2016, p.781) “making the system itself available ‘for free’ may seem attractive, but clear rules should be defined, implemented, controlled and made transparent”. AIED has also been criticized for a lack of critical thinking and being over-excited towards the new technology (Bundy, 2017; Alam & Mohanty, 2023). It has been suggested that research has failed to reach wide awareness outside of academia on the potential implications of AI for policy and ethics in education (Schiff, 2022). Further, concerns have been raised on how the new AI technology could potentially affect social interactions in education, especially teacher-student relationship, in the effort of making large scale personalized learning (Chassignol et al., 2018; Schiff, 2021).

2.2 What is ChatGPT?

ChatGPT, or Generative Pretrained Transformer, is a virtual assistant or chatbot developed by OpenAI (Abdullah, Madain & Jararweh, 2022; Alkaissi & McFarlane, 2023; Lund & Wang, 2023). ChatGPT uses natural language processing (NLP) and machine learning to generate human-like language which can be used for open-ended questions and answers between a user and ChatGPT (Abdullah, Madain & Jararweh, 2022; Lund & Wang, 2023). Since the release of ChatGPT in November 2022, debate have sprung to life regarding its’ potential impact on research, education, writing, healthcare, and many industries (Alkaissi & McFarlane, 2023). Previous research has highlighted that ChatGPT, and similar technologies, could be challenging for education, regarding for example copyright, data, security, biases, fairness, understanding, expertise, cheating, and teacher and student overreliance on the systems (Cotton, Cotton & Shipway, 2023; Kasneci et al., 2023). In a study by Qadir (2023) it is highlighted that generative AI technologies, such as ChatGPT, can generate and spread misinformation due to biases and limitations in the training data.

Previous research has also noted that the technology could be used for improving search and discovery of information (Lund & Wang, 2023) and enhancing engagement and learning (Lee, 2023), although more research in needed to confirm this. According to Cooper (2023), ChatGPT will likely be a tool that is useful for educators, for example to support teaching and learning activities in the classroom, such as quizzes, rubrics, and science units. This notion is further supported by Kohnke, Moorhouse, and Zou (2023) and Bin-Hady et al. (2023) in the context of language education, where ChatGPT is highlighted to support skill development and learning that is engaging and adaptive. Although, Cooper (2023) states that any content generated by AI technology should be critically evaluated by the teacher and adapted to the specific context.

Since ChatGPT is not limited to human language but also can manage programming languages such as Python, Java, C#, and JavaScript (Dwivedi et al., 2023), the potential impact on CS education is significant. This potential impact, for better and worse, seems especially important considering that modern education has been slow in the past to incorporate AI technology (Mengi, 2023). Dwivedi et al. (2023) state that it would be counterproductive to ban technologies such as ChatGPT in education since it will be an integral part of students’ future life. When the technology is correctly used with, for example, programming it can speed up the task of programming drastically (Dwivedi et al., 2023). However, this will also depend on the context and quality of the question asked (Tilli et al., 2023). With that said, it is still important to divide assignments and assessments into tool supported, such as homework, and non-tool supported, such as exams without calculators, to support students in developing a wide range of skills and knowledge (Dwivedi et al., 2023).

3. Method

This position paper uses a methodological approach inspired by analytic autoethnography. Autoethnography is a scientific approach that highlights the description and analysis of personal experiences as a way of understanding social and cultural phenomena (Ellis, Adams & Bochner, 2011). Autoethnography can be viewed
as a combination of autobiography, where the author writes about selected past experiences, and ethnography, where the author seeks to develop an understanding of a culture for both insiders and outsiders of that culture (Ellis, Adams & Bochner, 2011). According to Anderson (2006) it is possible to divide the approach of autoethnography in evocative and analytic. Evocative autoethnography can be described as closer to the postmodern tradition, with a distance to ethnography with a more traditional and realist practice (Anderson, 2006). Anderson (2006) describes analytic autoethnography as a research methodology where the author is engaged in the theoretical understanding and analysis of a social phenomenon or setting of which the author is also a member. Analytic autoethnography can be a way of employing a study on the researchers own practice (self-study), where visibility and reflectivity of the researcher as a member is enhanced (Vryan, 2006).

Authors of this paper consist of CS researchers and teachers, which are all experienced in the field of programming and programming education at higher education level. Further, the authors seek to understand, analyse, and develop the educational practice that they are part of, through experimentation and intervention with novel AI-technology. Data have been collected through the authors’ interactions with the virtual assistant ChatGPT and documented as field diaries. Each author has kept their own field diary with the idea of investigator triangulation, which can balance the subjective influence of a single observer (Flick, 2004). Collected data have then been analysed by one of the authors through thematic analysis and then reviewed and discussed by all authors. In the sub-headings below, the process of data collection and data analysis for this paper are described in more detail.

3.1 Data Collection

The authors of this paper have followed and discussed the development of ChatGPT and its potential impact on CS education since its release in late 2022. However, the idea for this study was formed around January 2023 with an email-invitation from one of the authors to write a paper together on the topic. Through a series of meetings, mainly online, the authors have discussed the topic of the paper, the content, and the approach for data collection. It was decided that each author should keep a field diary over their interactions with ChatGPT for a period of time, where they should document their questions, ChatGPT’s answers, and their own reflections concerning the interaction (Appendix 1). The instructions for the field diary were kept to a minimum, only stating that it should relate to ChatGPT’s potential impact on programming courses in higher education.

Punch (2012) describe the field diary as an essential part of researcher fieldwork since it does not pose the same risk of being contaminated as notes written long after the studied events. Data collected for this paper consists of 6 field diaries from 6 researchers (the authors of this paper). The authors are experienced CS teachers and researchers and were, at the time for this study, colleagues at the Department of Computer and Geospatial Sciences at University of Gävle. In total, the field diaries contain documentation of 82 interactions with ChatGPT (1 interaction = 1 question + 1 answer) over the time-period of 2023-02-15 to 2023-05-07. The field diaries also contain reflection notes, taken by the researchers, related to each entry of interaction with ChatGPT, and screenprints of the interactions. The field diaries and interactions with ChatGPT were conducted by each researcher and then sent to the lead author for analysis.

3.2 Data Analysis

Thematic analysis is a systematic method for organizing and identifying themes in collected data that provides insights into the patterns of written and talked communication (Braun & Clarke, 2012). This can be conducted either inductively (data-driven), deductively (driven by theory), or in a combination of the two (Fereday & Muir-Cochrane, 2006; Humble & Mozelius, 2022b). Braun and Clarke (2012) suggest an approach to thematic analysis consisting of 6 phases:

1. Familiarizing yourself with the data
2. Generating initial codes
3. Searching for themes
4. Reviewing potential themes
5. Defining and naming themes
6. Producing the report

Inspired by Braun and Clarke (2012), the analysis of collected data in this study have been conducted in 6 steps with an inductive approach. The first step of analysis was to get a deep understanding of the collected data. This was achieved through a thorough read and re-read of the collected field diaries to get a sense of their individual content. In this phase, notes were taken on the content of each field diary to facilitate comparison and discovery of patterns in later phases.
In the second step of analysis, initial codes were generated through copying extracts from the collected material to cells in a spreadsheet document. Codes were identified and selected on the basis of highlighting potentially relevant data for answering the aim and research question of the study (Braun & Clarke, 2012). The third step of analysis was to search for themes which were conducted through comparison and clustering of the identified codes in the previous step. Codes were clustered in themes based on similarities and overlaps between the different codes (Braun & Clarke, 2012). This produced a total of 7 themes. To reduce the list of themes to a more manageable amount and find additional patterns, the themes were then clustered yet again with the idea of creating super-categories (Polley et al., 2007; Roberts et al., 2021). This produced a total of 2 categories, containing the previous themes.

In the fourth step of analysis, themes and categories were reviewed for quality and accuracy, since the initial steps of the analysis were conducted by the lead author. First, the analysis, containing collected data, codes, themes, and categories were distributed to all authors for review. Second, themes were reviewed in relation to the entire set of data to ensure that they were representative (Braun & Clarke, 2012). Through this, extracts from the collected data were also chosen to be used as quotes in the Results and analysis-section. The fifth step of analysis was to define and name the themes and categories with the aim of making them clear, focused and with an overall story that is coherent (Braun & Clarke, 2012). In the sixth step, the results of the analysis were reported in the Results and analysis-section of the paper, with the categories as subheadings and the themes as the main content of each section. An overview of the themes and categories from the analysis is provided in Figure 1.

**Figure 1: Overview of categories and themes**

### 4. Results and Analysis

In this section, the results from the analysis are presented. The presentation follows the structure of identified categories and themes (Figure 1). Categories are used as subheading and the themes constitutes the content. Quotes from the field diaries that are presented in this section have been translated from Swedish to English and have to some extent been rewritten for readability. The underlying meaning of the quotes have not been changed.

#### 4.1 Understanding ChatGPT

One theme in the analysis highlights the importance of details when interacting with ChatGPT. The correctness of the answers provided are often dependent on the details in the question asked, which in turn requires knowledge on the topic that students and novices often lack. Further, details that could be considered important or obvious are sometimes missing from the answers provided by ChatGPT. In the field diaries, this is compared to how students sometimes miss important details due to misunderstandings or lack of knowledge. The field
diaries also highlight that too many details in a question increases the risks for misunderstandings, this is exemplified in the quote below:

answers. However, I have also discovered that detailed and long instructions can be problematic My first thought was that solid and clear instructions would make ChatGPT produce correct since ChatGPT does not ‘understand’ all details and therefore comes to incorrect conclusions.

The interactions with ChatGPT also show that there are differences in quality of the answers dependent on which language is used. English provides better answers compared to Swedish. There also seems to be a ‘rule’ in place to prevent ChatGPT from being used for cheating, if the intention is obvious from the question asked. However, this is quite easy to get around by altering the question or not use English, since ChatGPT does seem to be better at catching attempts to cheat in English compared to Swedish.

Another theme in the analysis of the interactions was that ChatGPT’s answers could be perceived as sloppy. For example, simple tasks such as copy and make small adjustments to existing code can become incorrect, and writing short paragraphs of text of an exact number of words seems to be very difficult for ChatGPT. ChatGPT also does not seem to test-run code before providing an answer, which makes for more potential errors in the answer. Further, less known concepts such as the Swedish language game ‘Rövarspråket’ [The Robber Language], also seem to be difficult for ChatGPT. What makes these interactions appear sloppy on ChatGPT’s end is the lack of awareness of erroneous answers. That is, independent if the answer is correct, flawed, or wrong altogether, ChatGPT seems to answer with the same conviction (lying) that the answer is correct (Figure 2).

Figure 2: ChatGPT claiming that a 90-word paragraph is 100 words exactly

Analysis of the interactions highlights ChatGPT’s strengths in providing clear and concise answers to typical ‘textbook knowledge’-questions about programming. That is, questions where the answer is either correct or incorrect. These types of questions are also often used in programming assignments since they are relatively easy to assess. For example, ChatGPT seems to have no problem in handling programming questions that relate to mathematics, it can produce code for programs that would be considered complex for students and write descriptive comments in the code which students are also often asked to do. Further, ChatGPT can identify errors in existing code and read and interpret questions written in the comments of the code. The reflection notes of the diaries show several examples of researchers being impressed by ChatGPT’s ability. One reflection note reads:

I’m in a bit of chock. A big part of the assignment is to read, interpret, and draw conclusions from the code where questionable parts are replaced with better code. ChatGPT can do this without any problems.

Analysis of the interactions with ChatGPT shows that both the text-answers and code-answers provided by ChatGPT are all unique. This is also true when the same question is being asked repeatedly to ChatGPT, a new answer is being generated. However, this does not mean that the underlying meaning of the provided answers
are necessarily new, but that the wordings of the answers are unique. A related concept to uniqueness is creativity, which was also tested in the interactions with ChatGPT. ChatGPT was asked several times to draw different shapes and figures using different programming languages and libraries. While basic shapes such as circles and squares seemed to be no problem, more advanced figures seemed a bit more problematic. Of course, art is in the eye of the beholder, but the authors would like to claim that ChatGPT did not draw a duck as asked to (Figure 3).

![ChatGPT drawing](image)

**Figure 3: ChatGPT using Python and the library Turtle to draw a duck**

### 4.2 Potential Consequences

One theme in the analysis of the interactions highlights the possibility of ChatGPT to obstruct learning. The reflection notes in the field diaries emphasise that ChatGPT can be used by students to hide lack of understanding for a certain programming topic that is being assessed, for example in a programming assignment. Reflection notes further address that ChatGPT could probably be used by students to successfully cheat on assignments and exams as these are being constructed today. Reflection notes from several of the researchers state that ChatGPT’s answers would give a passing grade, if provided by a student. The possibility of cheating is of course problematic but the interactions with ChatGPT also highlight a potential problem of ChatGPT as a teaching and learning tool, which is hindering the teaching and learning of basic concepts and techniques. It is highlighted in the interactions and the reflections notes that although ChatGPT often provides a correct and efficient answer, it is not always in line with the pedagogy of learning and understanding the basics of programming. Students could therefore get code from ChatGPT that works, but that does not support them in understanding ‘why’ the code works. One reflection note reads:

*This indicates that ChatGPT is suitable for presenting efficient code fast but is not a suitable tool for teaching the basics of programming functions and algorithms. If so, this needs to be explicitly addressed in the questions, which the teacher needs to be aware of.*

Another theme in the analysis of the interactions was that ChatGPT could be used for assisting teaching and learning in programming courses. Several suggestions are provided in the reflection notes for how ChatGPT could be used. It is suggested that answers and code provided from ChatGPT could be used to build upon in teaching and learning situations. Reflection notes further suggest that teachers could use ChatGPT as an assistant for tips and recommendations in constructing lesson plans, assignments, and questions for examinations. In a similar way, the reflection notes also suggest that students could use ChatGPT as a support for learning, for example showing and explaining difficult concepts in practice and support students to identify errors in the code. ChatGPT could act as an always present teacher assistant. Interactions with ChatGPT and reflection notes highlight that, if used correctly, ChatGPT hold the potential of supporting both teachers and students to be more time efficient with their teaching and learning and could contribute to enhanced teaching and learning activities. Figure 4 exemplifies how ChatGPT can be used for recommendations of what programming languages or environments to use in different circumstances:
Finally, a theme in the interactions with ChatGPT is the new teaching and learning that it will provide, or require, from teachers. The interactions with ChatGPT show that programming teachers, to some extent, will have to adapt to this new technology to successfully assess students’ knowledge and skills. Further, the reflection notes in the diaries highlight that ChatGPT could potentially have a more drastic impact on higher education teaching and learning, which is: reimagining what it means to teach, learn, and assess. This section will end with a quote from one of the collected diaries, the quote highlights how ChatGPT could be used to reach new levels of teaching and learning and provide students with skills that extend beyond the subject matter of programming courses:

One potential with ChatGPT is to use it as an instrument for teaching and learning at another level than what we are used to. Instead of letting students start from zero and spending a lot of time trying to figure out the easy and most fundamental solutions, we could start with ChatGPT. Students will then have to analyse, understand, and improve the solutions (maybe in dialogue with ChatGPT). This would be an exercise in asking the correct questions and could produce students who think more critically, rather than following instructions for how things should be done.

5. Discussion

The analysis of collected data in this study have identified findings that were both expected and unexpected. The differences between Swedish and English when interacting with ChatGPT were expected due to the vast amount of accessible training data in English, compared to Swedish. However, as noted by Luckin et al. (2016) AIED could be used to reach deeper and more detailed understandings of how learning occurs. With that said, the differences between Swedish and English in ChatGPT could be viewed as a teaching and learning opportunity, for example as a tangible topic for discussion on how training affects proficiency in AI and humans. As highlighted by Liu (2018), Humble and Mozelius (2022a), Tapalova and Zhiyenbayeva (2022), Bundy (2017),
and Roll and Wylie (2016), this could also support in making teaching and learning more efficient and assist both teachers and students in their activities. A related finding that also should be considered as expected is the importance of details when interacting with ChatGPT. Tilli et al. (2023) noted that the quality of the question will affect the quality of the answer when interacting with this type of technology. However, this is the same principle that applies when using a traditional search engine.

Previous research has emphasized the possibilities of AIED impacting teaching and learning practices, for example facilitating personalized learning and addressing individual learning needs (Tapalova & Zhiyenbayeva, 2022). As with all new EdTech, there is an opportunity for new teaching and learning practices and therefore this finding should not be surprising. However, the extent to which ChatGPT and similar technologies could affect teaching and learning activities was an unexpected finding in this study. This is of course accentuated by a history of slow incorporation and discussion about AI and technology in education previously (Mengi, 2023). Concerns about AI technologies effect on education and social relationships, for example between teachers and students, that have been raised in previous research (Chassignol et al., 2018; Schiff, 2021), should be taken seriously, as should the highlighted challenges for copyright, security, biases, fairness, expertise, cheating, and potential overreliance on the technologies (Cotton, Cotton & Shipway, 2023; Kasneci et al., 2023; Qadir, 2023). To address these challenges, while still maintaining some of the opportunities, such as discovery of information, enhancing engagement and learning, and support teaching and learning activities in the classroom (Bin-Hady et al., 2023; Cooper, 2023; Lund & Wang, 2023; Kohnke, Moorhouse & Zou, 2023; Lee, 2023); teachers should make clear distinctions on which parts of education that should be supported by these types of tools and which parts that should not (Dwivedi et al., 2023), and when AI technologies are used they should be critically evaluated and adopted to the specific teaching and learning context (Cooper, 2023).

One suggestion for measuring intelligence in a machine is the Turing test, which states that if a human cannot distinguish between a machine and a human through communication then the machine is intelligent (Haenlein & Kaplan, 2019). This study has shown that several of the reflection notes of interactions with ChatGPT display chock and amazement towards ChatGPT’s abilities, in some instances stating that it would be given the highest grade as a student. This was an unexpected finding and to some extent ChatGPT could be said to have passed the Turing test. However, claiming that ChatGPT is intelligent might be a stretch. This is still an example of Narrow AI, performing tasks in a narrowed field (Bundy, 2017; Humble & Mozelius, 2022a), and not the type of universal problem-solving and self-improving AGI (Yampolskiy & Fox, 2013; Humble & Mozelius, 2022a) that Russell and Norvig (2016), Bostrom (2014), and Tegmark (2018) have been warning about. Still, ChatGPT and similar technologies should not be considered risk-free. Even Narrow AI can perform tasks at super-human level (Bundy, 2017) and be exploited for ill intent, such as cheating. This may make it tempting to ban the technology. However, as stated by Dwivedi et al. (2023), it may be a counterproductive solution. ChatGPT and similar technologies do provide opportunities for more efficient teaching and learning and will most likely be part of students’ future anyway. Is it maybe more dangerous to leave this technology for students to discover themselves?

Another unexpected finding was ChatGPT’s difficulties in performing tasks that would be considered relatively simple for humans, such as drawing a duck with programming code. However, it would be an overstatement claiming that ChatGPT cannot perform tasks that require creativity. It is rather a question of ChatGPT not testing or analysing the code generated. Further, ChatGPT is after all specialized in language generating and there are other AI tools that are specialized in creating drawings and other forms of artwork. ChatGPT’s ability to generate both human language and programming code (Dwivedi et al., 2023) should therefore still be considered to have significant impact on CS education. It is probably only a matter of time before several AI tools are combined, with the ability to generate both written text and artwork. If these new AI tools would also have the ability to run code and analyse output before print, the potential effects on society as a whole would truly be significant. Another interesting finding in this study was ChatGPT’s sloppy relationship to facts, details, and the truth. Of course, this should not be surprising since it is language generating, and AI technologies such as ChatGPT do not have any real understandings of concepts such as the ‘truth’. Still, ChatGPT’s confidence and human-like delivery of answers may cause the user to forget this. This will make it increasingly important to continue the discussion on AI ethics, trustworthiness, fairness, biases, and data security in education (Pinkwart, 2016; Humble & Mozelius, 2019; Bhimdiwala, Neri & Gomez, 2021; Wang, 2021; Schiff, 2022; Chaudhry & Kazim, 2022).

This study is based on an investigation with limited data collection and therefore have some limitations that should be considered when interpreting the results. This study analyses 82 interactions with ChatGPT, with additional reflection notes in field diaries. Considering the number of possible interactions with ChatGPT related to higher education programming courses, this is a very limited number. Therefore, the findings of this study
should not be understood as providing a generalizable description of all ChatGPT’s opportunities and threats. Given the novelty of this technology, it could also be questioned whether that would be possible. Instead, the aim of this study has been to identify potential opportunities and threats of ChatGPT for programming education, and on that point the study has delivered. However, further research on ChatGPT and similar technologies is still needed to continue the discovery of potential threats and opportunities. A recommendation would be a large-scale quantitative investigation of ChatGPT’s strengths and weaknesses to complement the findings of this study. This could preferably be carried out as a mixed methods approach, including measurements of students’ learning outcomes with ChatGPT and similar technologies. Lastly, this study applies a methodological approach, inspired by analytic autoethnography, that uses personal experiences to understand a phenomenon (Ellis, Adams & Bochner, 2011). With that said, the authors’ objectivity could be questioned. However, the double roles of the authors, as both researchers and experienced CS teachers, also provides deep insight into the topic and credibility to the recommendations given.

6. Conclusion

The aim of this position paper was to identify potential opportunities and threats of ChatGPT for programming education, with the guiding question of: What could the potential consequences of ChatGPT be for programming education? Through a methodological approach inspired by analytic autoethnography, this paper has collected and analysed 82 interactions with ChatGPT with additional reflection notes from 6 researchers (the authors) documented in field diaries. The results of the analysis are 7 identified themes, clustered in two categories, which highlight opportunities and threats of ChatGPT for programming education. Based on these identified themes and categories, a set of recommendations for teachers in higher education are provided below:

To understand ChatGPT’s strengths and weaknesses, teachers should consider:

- The importance of details when interacting with ChatGPT. Details included in the question will affect the quality of the answer provided. However, to many details also increases the risks for misunderstandings.
- The sloppiness of ChatGPT’s relationship to questions, answers, and the truth. Easy tasks can be conducted incorrectly, and confident answers may be wrong.
- The way in which ChatGPT excel on textbook knowledge. This makes ChatGPT a good tool for both cheating and support learning of basic skills and knowledge.
- The uniqueness of ChatGPT’s answers and its’ limits. Since ChatGPT generates unique answers each time a question is asked, it is difficult to determine the general quality of ChatGPT’s answers in different field. This also makes it difficult or impossible to detect, with certainty, unauthorized use of ChatGPT.

The potential consequences of ChatGPT that teachers should be mindful of include:

- That ChatGPT can obstruct learning. It is possible to use ChatGPT for cheating and to hide a lack of understanding.
- That ChatGPT can assist both teachers and students. It is possible to use ChatGPT as an assistant or tutor that provides suggestions and recommendations to build upon.
- That ChatGPT can, and probably will, bring with it new teaching and learning practices. It is possible to actively use ChatGPT to enhance students’ learning, but it is also possible to not use ChatGPT and similar technologies. However, do not expect students to ignore this technology when available.

The conclusion of this study is that ChatGPT and similar technologies have potential for significant consequences for programming education and higher education in general. There are some aspects of teaching and learning, for example assessment of basic skills and knowledge, that need to be reconsidered by many teachers due to ChatGPT’s ability to excel in these areas. While there are some other aspects, such as creativity, where ChatGPT still have problems of matching the typical student. However, this may not be true for long due to the fast development of this technology. Since ChatGPT and similar AI technologies will most likely be part of students’ future, an important question to ask ourselves as teachers is: will we be part of shaping this future or will we be left behind?
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**Appendix 1: Field diary**
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